Correlation AnalySiS'»

8.1. MEANING AND DEFINITIONS OF CORRELATION

Meaning

Correlation, in statistics, refers to relationship between any two, or more variables viz. height
and weight, rainfall and yield, price and demand, income and expenditure, wages and price
index, production and employment etc. Two variables are said to be correlated if with a change in
the value of one variable there arises a change in the value of another variable. On the other hand, if a
change in the value of one variable does not bring any change in the value of another variable, the two
variables are said to have no relation with each other. Thus, if with a change in the price of a
commodity the demand for that commodity changes, we would say that the variables price, and the
demand are related with each other. But there is no correlation between the heights of certain persons
and the price of certain commodity because, any change in the price level of a commodity is not
expected to cause any change in the height level of certain persons. In statistics, the study of correlation
between any two, or more variables becomes necessary with a view to estimating the values of one
variable in the light of the values of another variable. In the field of business, and economics the work
of estimating the values of certain variables like cost, sales, proﬁt, p_rice, giemand etc. becomes usual,
and indispensable without which a businessman can not succeed in his t.)usmess., a_nd an economist can
not draw his relevant laws and principles. But, before making such estimates, it is necessary to know
first, if the two concerned variables have any relationship with each other. For this, .the study of
correlation between any two variables bccom‘cs necessary. Howc_:\fcr, the term correlation has been
defined variously by different authors. Some of the important definitions are quoted here, as under :

Definitions ‘
en. “When the relationship is of a quantitative nature, the

[ Cowd : . ature,
£ I::;? rglr?ziet(;ta?i:t,iz:l)rtloc?ln?or discovering and measuring the relationship, and expressing it in a
o H n
brief formula is known as correlation. | | .
“If t or more quantities vary in sympathy, so that movement_s in the 3
g coonaio LR ot - ments in the other(s) then they are said to be

one tend to be accomplished by corresponding move

: correlated.”
3. According to Ya Lun Chou,

~ between variables”. el
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Correlation analysis attempts to determine the ‘degree of relationship’
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4. From all the definitions cited above, it trans

dependence between any two, or more variables which are ex
Measures of correlation means the various method
absence, and the extent of correlation between any

8.2. USES OF CORRELATION

Before going to deal w
uses of correlation in st

()
(1)

(iii)
(v)

)

(vi)

(vii)

(viii)

8.3. CORRELATION VS. CAUSATION

Correlation is very often misunderstood as cau
matter of fact, correlation implies only covariation
degree of correlation obtained from the calcul
and effect relationship between the two variables. A correl
coefficient of correlation between the variables of marks
from that the “mark’ variable can be a cause, or ¢l
Such type of conclusion, or interpretation of cause
spurious. Therefore, before interpreting the value of correl
causation, or the cause and effect relationship, ¢
such nature that there can exist some sort of rel
can be either a cause, or an effect of another.

In this connection, the following points should be t
correlation as a causation.

STATISTICAL METHODS FOR ECoNomicg

pires that correlation means the inter-relation, or inter.

pressed in some quantities. As such
s that are applied for studying the Presence, or
two, or more variables. ,

ith the various methods of correlation, it is
atistical analysis which can be cited as follows :
It is used in deriving precisel
like price and demand, adverti

necessary to know the various

y the degree, and direction of relationshj
sing expenditure and sales, rainfalls and cr
It is used in developing the concept of re
estimating the values of one variable for a gi

p between variables
ops yield etc.

gression, and ratio of variation which help in
ven value of another variable.

It is used in reducing the range of uncertainty in the matter of prediction.

It is used in presenting the average relationshi
value of coefficient of correlation.

In the field of economic
the important variables o

p between any two variables through a single

s it is used in understandin
n which the others depend.
In the field of business it is used
sales, sales prices, and any other
financially related to each other.

g the economic behaviour, and locating

advantageously to estimate the cost of sales, volume of
values on the basis of some other variables which are

In the field of science and philosophy,

also, the methods of correlation are
making progressive developments in th

profusely used in
e respective lines.

In the field of nature also, it is used in observing the multiplicity of the inter-related forces.

sation i.e. a cause and effec
between
ation does not

t relationship. But as a
any two, or more variables. A very high
necessarily mean that there is some cause
ation measure may give us some value of
and weight but it can not be concluded there
cct of the weight variable under any circumstances.
and effect relationship is nothing but non-sense, or

ation between any two variables as the
are must be taken to see that the two variables are of
ationship between them in reality for which one of them

aken in to consideration before interpreting the

(#) The correlation between any two series may be observed due to pure chance as under :

Marks 20 30 40 50 . 60 70 | 80

Heights 12 TR g 30 36 42 48
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CORRELATION ANALYSIS

8.5 |
8.6. DIFFERENT MEASURES OF SIMPLE CORRELATION = =

There are different methods of studying correlation between any two, or more
measuring the correlation between any two variables i.e. sim
method may be made out of the following :

(/) Diagrammatic method.

series. But for
ple correlation, selection of the suitable

(if) Graphic method.
(iv) Spearman’s coefficient method.

(vi) Least square method.
Each of the above methods is described at length as under :

(/) Diagrammatic method

(iii) Karl Pearson’s coefficient method.
(v) Concurrent deviation method.

Under this method, a scatter diagram is drawn on the basis

variables. The values of one of the variables are represented on the X axis and those of the other
variable on the Y axis through natural scales on which equal subdivision represents equal values. For
each of the pairs of the values of the variables, a dot is plotted on the graph paper. The dots so plotted
on the graph paper give an indication of the direction of the diagram. If, the diagram appears to be
upward from the left bottom to the right top, it indicates the sign of positive correlation. If the diagram
appears to be downward from the left top to the right bottom, it indicates the sign of negative
correlation. On the other hand, if the diagram does not show any direction i.e. either upward, or
downward, it indicates the absence of correlation between the two variables. Further, if the diagram
appears with a straight line of upward direction, it indicates the sign of perfect positive correlation. On
the other hand, if the diagram appears with a straight line of downward direction, it indicates the sign
of perfect negative correlation between the two series.

ILLUSTRATION 1. From the Jollowing pairs of data,
diagram and draw an approximate estimating line by free-ha

of the corresponding values of any two

study the correlation through a scatter

nd.
X: 10 20 30 40 50 60 70 80
Yer 5 ; 10 15 20 25 30 35 40
SOLUTION

Study of correlation through the scatter diagram

A +«¢ SCATTERED
404 POINTS
354+ ~—— ESTIMAT

INE

> 301 L
O 25/
0
g 204
< 15

10%

54

10 20 30 40 50 60 70 80
VALUES OF X

Comment. The above scatter diagram indicates that there is a perfect positive correlation between
the values of the two variables X,and Y.
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STATISTICAL METHODS FOR ECONOMICS

N 2. Fi the data gi orrelation between the two variableg
ILLUSTRATIO 2. From

ven below, study the ¢

by drawing a scatter diagram, and comment thereon. u : :
; 6 5 4
 : 9 8 7 2
W : 15 16 14 13 11 12 10 9
SOLUTION
s X,and Y

Study of correlation between the 2,.6 variable
through the scatter diagram

201
18 1 ,
16 7 .

1 3 b
o Cd

2 3 4 56 7 8 9 10
VALUES OF X

o

Comment. From the shape of the scattered points thus exhibited in the above diagram with an
upward trend rising from the lower left hand corner to the upper right hand corner of the diagram, it
comes out that there is a positive correlation between the two variables X, and Y but not in a perfect

manner.

(if) Graphic Method

Under this method, graphs are drawn for each oﬁ?,o.ﬁlmd_nm under study. Such graphs can be
drawn either on a natural scale, or on a semi-logarithmic or ratio scale depending i
magnitude of the data. If the size of the ::.mm_”::ﬁ_r.m of the data ucvomm SQ_MM HMM%: M_M m“MM MMMM
Jogarithmic scales are advantageously used. Further, if’ the minimum values of the <m1md_m,w are much
above zero, a false base line is drawn in order to avoid the unnecessary empty spaces in the graph, and
to exhibit the graphs more prominently on a large space of the paper. However, under this method, the
values of all the variables are represented on the Y axis, and the values of a common reference viz.
time, place ¢lc. are represented on the X axis i.e. the base line. The different graphs so drawn, if move
in the same direction, indicate the positive correlation between the variables. On the other hand, if the
graphs move in the opposite direction i.e. onc moves upward, and the other downward, it would
indicate a negative correlation between the variables. If, the graphs move criss-cross and show erratic
movements, it would indicate that cither there is no correlation, or there is a very low degree of
elation between the two variables under study.

ILLUSTRATION 3. From the following data, study the correlation between the two variables of
diture using the graphic method :

corr

income, and expen
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CORRELATION ANALYSIS

Ke:. 2003 | 2004 | 2005 2006 | 2007 | 2008 | 2009 2010 | 2011 | 2012
Income 6 5 4 5 / 10 9 7 8 9
Expenditure E 3 6 5 4 3 5 7 8 7
SOLUTION
Graphic study of correlation between Income, and Expenditure during the 10 years
2] A
W:o.. AN
W 9+ i ™, .~ INCOME
m m.. -..- % o’
7 ] EXPENDITURE
> 6
=
3.
] P A I
| o 31
m 2
w 14
Z 0

2003 04 05 06 07 08 09 10 11 12

YEARS

5
rd

Comment. From the above graphs it appears that when the income graph is falling, the
expenditure graph is rising, and when the expenditure graph is falling, the income graph is rising. It is
thus, observed that the two graphs move in an opposite direction, which indicates that there is a
negative correlation between the values of the income, and expenditure variables.

ILLUSTRATION 4. From the following data, ascertain by graphic method, if there is any
correlation between the marks in Statistics and the marks in Mathematics.

Roll No. of students : 201 202 203 204 | 205 | 206 | 207 | 208 | 209 | 210
Marks (in Statistics) : 30 40 50 60 70 75 80 85 90 95
Marks (in EQM) 25 45 55 65 75 80 90 95 98 100
SOLUTION

Graphic measurement of correlation between
the marks in Statistics, and the marks in Mathematics

MARKS A

100
90 -
80 4
70 4
60 -
50 -
40 4
30 -
20

201

— MARKS IN STATICS

=== MARKS IN MATH ...
»

2 3 4567 8910
ROLL NUMBERS OF STUDENTS

ppe)

Scanned with CamScanner



STATISTICAL METHODS FOR ECONOMICS

h the graphs move Eﬁom&:a&ae:o:.

n the two variables of Statistics and

8.8
pears that bot

hs, it ap
eV ation betwee

rom the above ph
ositive correl

Comment. F :
t there 1s a P

This signifies tha

Mathematics. _m.:o:
(iif) Karl Pearson’s Method of coefficient of Corre

The British Biometrician prof. Karl wo&mos ha Y
the nature of correlation, but also, t

| formulae of algebraic nature for

s devised severa =bral .
e exact extent of the correlation 1n numerical

measuring not only

forms. .
For this. he represents the coefficient of correlation throu
ent of the change of o

of his ‘r’ must be in between £1. 1t is independ hal o
a pure number independent of the unit of measurement. His interpretation

are as follows :
When, r= 1, it is indicative of perfect positive correlation

r=—1, it is indicative of perfect negative correlation

#> 0, but < 1 it is indicative of imperfect positive correlation

r <0, but>—1 it is indicative of imperfect negative correlation

r =0, it is indicative of absence of correlation

r> 1, or <-1 it is indicative of erroneous result

>+ 0.90, it is indicative of very high degree of correlation

r>+0.75, but <+ 0.90 it is indicative of fairly high degree of correlation

gh the letter ‘r’ and asserts that the value
rigin and scale of reference and is
f the different values of ‘r’

r>+0.50, but < + 0.75 it is indicative of moderate degree of correlation
r>+0.25, but <+ 0.50 it is indicative of low degree of correlation
r <+ 0.25, it is indicative of very low degree of correlation.

The above interpretations of the nature of correlation can be shown in a chart as under :

Chart of Correlation

Results Degree of correlation
+1 Perfect correlation
+ 0.90 or more 1 Very high degree of correlation
>+ (.75 and < 4 0.90 Fairly high degree of correlation
>+ 0.50 and <£0.75 Moderate degree of correlation
> +0.25 and < £ 0.50 Low degree of correlation
<+0.25 Very low degree of correlation
0 No correlation

The different formulae for measuring the coeflicient of correlation as have been devised by Prof.
Pearson may be depicted as under : y FTok

1. Direct Method (based on deviations from Mean)

Under this method, coefficient of correlation between any two variables is measured on the basis
of the deviations of the items obtained from their respective actual arithmetic averages. As this method
is based on the product of the first moment about the Mean in the two series, it is styled as the product
moment method also. Under this method, the coefficient of correlation is defined as the ratio of
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ijance between the two variables to the product of their m:::_n.d deviation Ze. .ﬂ.n OOy .

This method is conveniently used where the values of the variables are of very big size, and their
deviations from their respective Means are found to be in whole numbers.

covar

Under this method, the fundamental formula of coefficient of correlation stands as under :

(i p=
i
No,o,
where, x = deviation of the first variable from its Mean.

»y = deviation of the second variable from its Mean.
Zxy = total of the product of the deviations of the first, and the second variable. —
N = number of pairs of the variables. .
o, = standard deviation of the first variable.
o, = standard deviation of the second variable.

The above formula can be converted into the following formula for convenience in the matter of
calculation :

(i | r=—— . No,o, =N 4/—— X
\M«N.Maw * N N

In the above formula, calculation of the standard deviations of the two variables is dispensed with
zs shown in the right hand side.

STEPS :

The calculation of ‘r’ with the above formula involves the following steps in turn :
1. Find the arithmetic average of both the variables as they stand, or after making change of
their scale, or origin as the case may be.
2. Find the deviations of the values of both the variables from their respective Means and
present them as x and y respectively.
3. Square up the deviations of cach of the variables, and present them as x* 2 and )” respectively.

4. Find the product of cach pair of the deviations, and get them totalled under Zxy.

5. Find the total of the squares of the deviations of cach of the variables, and present them as

Ix* and Ty respectively.
However, in case of the former formula, obtain the sta
variables, and the total number of pairs of the variables.

6. Put the respective values in the relevant formula, and get the result.

7. See that the result lies between % 1.

ndard deviations of each of the
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ILLUSTRATION 5. From the following statistics, find the

STATISTICAL METHODS FOR ECONOMICs

by the direct method basing on the deviations :

arl Pearson’s coefficient
of

correlation p
X: 8 4 10 2
VE 9 ¥ e 8 /
SOLUTION
Calculation of the Karl Pearson’s coefficient of correlation
by the direct method based on the deviations
= -y :
e X) ¥ Y b i) ¥ Xy
3 X, J
8 2 4 9 1 1 2
4 2 4 11 3 9 -6
10 4 16 5 -3 9 -12
2 -4 16 8 0 0 0
6 0 0 7 -1 1 0
Total 30 - 40 40 - 20 -16
— X 30
Arithmetic average of the first variable, or X = m“m == =6
Arithmetic average of the second variable or Y= WZM = M% =8
Karl Pearson’s coefficient of correlation is given by
r= M|>u\ , where, Zxy=-16,
No,o,
N=5
x? 40
We have, Oy =\—F—=—7= V8 =283
N 5
And oy = K = /\W‘o =\4=2
d N V5

Substituting the respective values in the above formula we get,

Alternatively

r= =L . =-0.57 approx.
mxw.mwxmwm.u

Exy  _ -16  -16 -l6
,\Mm.@w J40x20 /800  28.3

=—0.57
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Comment. Under both the formulae applied as above, the coefficient of correlation comes to be —
0.57 approx. which indicates that there is a moderate degree of negative correlation between the two
variables. .



CORRELATION ANALYSIS e B
ILLUSTRATION 6. From the following data relating to sales and cost of sales of 10 companies,
find out the Karl Pearson’s coefficient of correlation by the direct method.

Sales : - 50 60 55 65 75 70 75 |80 | 90 | 80

Cost of sales : 10 14 15 11 12 15 16 20 18 19
‘SOLUTION
Computation of the Karl Pearson’s coefficient of correlation by the direct method
[ Sales X-X) Costofsales | (Y-Y) Xy
X X X Y y ¥y o
S0 -20 400 10 -5 25 100
60 -10 100 14 -1 1 10
55 -15 225 15 0 0 0
65 -5 25 il -4 16 20
75 5 25 12 -3 9 -15
70 0 0 15 0 0 0
75 5 25 16 1 1 5
80 10 100 20 5 25 50
90 20 400 18 3 9 60
80 10 100 19 4 16 40
Total 700 : . s
N=10 = 1400 150 — 102 Nqo
Arithmetic average of the first series, or X = |MZM = % =70
! . ; s ZY
Arithmetic average of the second series or X = .Mm. = .Hmu 15
Karl Pearson’s coefficient of correlation is given by
P . S
Noyoy [ 27 {2dsy’
N N
Substituting the respective values in the above formula we get,
0 270
r 24l 21 = = (.71 approx.

~ J1400x102 142800 378

The above value of # indicates that there is a moderate degree of positive correlation between the

two variables.
ILLUSTRATION 7. (On change of scale). Determine the coefficient of correlation from the

Jollowing data using the direct method based on deviations given by Pearson.

T T80 | —400 | 1200 | 1400 |

5100 | 3600 | 1200 | 2400
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'SOLUTION.
Determination of t
method base

he Karl Pearson’s coefficient of correlation by the direct
d on the deviations and change of scale

M1/200{ (X -X) Mas00: | (X =X) 201 2
2
M, X X X’ M Y 24 Ve ke |

1200 6 6 36 3000 {10 w 81 WM
—-1000 -5 -5 25 1800 | 6 - 25 64 5

-800 —4 -4 16 -2100 | -7 -3 169 32

400 -2 -2 4 -3600 -12 -13 9 26

1200 6 6 36 1200 4 3 49 18

1400 7 7 49 2400 8 7 100 49

—600 -3 -3 9 3300 11 10 169 -30
—-1000 -5 -5 25 -3600 -12 -13 65
H./mouﬁm_ 0 & 200 oy 8 Z 666 189

Mean of the first series, or X = g 0

N 8
Mean of the second series, or Y= M'%m W =1

Karl Pearson’s coefficient of correlation is given by

Xy
JEx?5y?

Substituting the respective values in the above formula we get,

N. =

r

189

189

189

~ J200%666 133200 365

=0.52

The above result shows that there is a moderate degree of positive correlation between the two

variables.

ILLUSTRATION 8. From the following observations, find the extent of correlation between the
age, and crime by using the product moment formula of Karl Pearson.

Age: 0-10 10-20 20-30 3040 40-50
No. of Persons in lakhs : 80 60 50 40 30

No. of crimes : 50 45 40 35 30
Age: - 50-60 60-70 70-80 80-90 90-100
No. of Persons in lakhs : 25 20 15 10 5
No. of crimes : 20 15 11 8 3

' SOLUTION

Since, it is asked to study the correlation between the age variable, and the crime variable, it is first

required to find the number of crimes in terms of a common denominator, say 100 lakhs.
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CORRELATION ANALYSIS

As such, the number of crimes would be as follows :
For the age group of 0-10, out of 80 lakhs of people, the number of crimes = 50

. Out of 100 lakhs of people, the number of crimes = 50, 100 = 62 approx.

80
In the similar manner, the other values of the crimes would be 75, 80, 88, 100, 80, 75, 70, 80 and

60 respectively.

Computation of the Karl Pearson’s correlation coefficient
by the product moment formula

Age Mid points | (X -X)/5 No. of (Y-Y)
of ages crimes | - -
= x el ¢ y Y Xy
0-10 5 -9 81 62 -15 225 135
10-20 15 -7 49 75 -2 4 14
20-30 25 =5 25 80 3 9 -15
3040 35 -3 9 88 11 121 =33
40-50 45 -1 1 100 23 529 -23
50-60 55 1 1 80 3 9 3
60-70 65 3 9 75 -2 4 —6
70-80 75 5 23 70 =7 49 =35
80-90 85 7 49 80 3 9 21
90-100 95 9 81 60 =17 289 =153
Total
N=10 500 - 330 770 - 1248 -92
: - 22X 500
Arithmetic average of the first series, or X = N = 1l =50
. - XY 770
Arithmetic average of the second series, or X = N-T10 =77
Ixy —92 _ 92 _ -92
We have, c = /\x\m cxy?  330x1248 Ja11840 642
=—0.14 approx.

f the coefficient of correlation shows that the correlation between the age, and

The above value o . ) : )
ow. This implies that with an increase in the age of the people, the number

the crime is negatively very |
of crime slightly decreases.

2. Short-cut Method (Based on Deviations from Assumed Mean)

when it is not possible to get the arithmetic averages of both Eo.&&mc_om
r this method, the deviations of values of each of the variables are
h. the formula for computation is modified as under :

. This method is advisable
In whole or round numbers. Unde
taken from an assumed average. As suc

sd.d, -NX-A;) (Y-4,)
- _ \\I\I\II\‘I\'\I‘\
@ r= No,oy
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" STATISTICAL METHODS FOR ECONOMICS

d. = deviation from assumed average of the first, or X series
X

ies.
d, = deviation from assumed average of the second, or Y serl
pairs of the deviations from the assumed averages.

where,

Zd.dy = total of the product of the
N = number of pairs of the variables

k/ .
A, = assumed average of the X, or first series.

= actual arithmetic average of the first, or X series

™~

Y = actual arithmetic average of the second, or Y series.
A, =assumed average of the Y, or second series.

q..,. = standard deviation of X, or first series.

o, = standard deviation of Y, or second series.

For simplifying the computational work, the above formula can be modified as under :

M&v (Zd))
Xd.d, lzh N ﬁ N ;
) r = s >
N |2 Amﬁw %y (zd,)
N Un) N N
o — 2d; Zd, ,
In the above formula, (X-A,),and(Y - >erm<o been replaced by N and N respectively.

This is because, the difference between the actual Mean, and the assumed Mean is equal to the average
of deviations from the assumed Mean. Further o, and o, have been replaced by the formulae of
sd? (zd, Y

N N

standard deviation under the short cut method which is ¢ =

For further simplification of the computation work, the above formula can be reduced as follows
N:d, d,-3d, .3d,

(iii) ro= —_—
JNzd2 - (d, )2 ,\zM d? - (zd,)’
Unless otherwise is specifically asked for, this formula should be invariably used as it makes the
computation work very easy.

STEPS
The short cut method of calculating the coefficient of correlation as depicted above involves the
following steps in common : .
I. Find the deviations of both the series from their respective assumed averages under the
heading d, and d, respectively. .
2. Square up the assumed deviations under the heading d,* and &N respectively.
Find the products of the assumed deviations under the heading d..d,.
4. Get the totals of the columns d,,dy,d.’, d,*, and d, dy as 2d,, 2d,, $d?, £d,*, and 2d, d.
In case of the first type of formula cited above, find the values of X and Y i.e. actual

W

arithmetic averages of the first, and the second series, and also the standard deviations of

both the series i.e. o, and o,.
5. Put the relevant formula, and get the result by substituting the respective values therein.
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CORRELATION ANALYSIS

The following examples would illustrate the application of the method as under :

ILLUSTRATION 9. From the following data, find the coefficient of correlation between the.two
variables X and Y using the short-cut method.

Y:
SOLUTION

Computation of the coefficient of correlation
by the short-cut method at A =7 and A =5

X falsl) d2 Y 4 d} d.d,
\N.t. NN 'y
5 -2 4 1 4 16 8
10 3 9 6 1 1 3
5 -2 4 2 3 9 6
11 4 16 8 3 9 12
12 5 25 5 0 0 0
4 -3 9 1 4 16 12
3 4 16 4 -] 1 4
2 -5 25 6 1 1 Z5
7 0 0 5 0 0 0
6 -1 1 2 -3 9 3
Total
R 65 -5 109 40 10 62 43

By the short cut method
=d.d, -NX-A,)(Y-A,)

No,o,
where, Xd,d, =43,N=10,A,=7,A,=5,
— >*X 65
=22 _22_¢s,

=N 10
— XY 40 _
Y N "10

And

Thus, substituting the respective values in the formula we get,
43-10(6.5-7)(4-5) _43-5_ 38 _ 5

_ A A —
y =

10x3.26x2.28 74.33 7433
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7 The above result of *»’ indicates that there is a moderate degree of positive correlation between the
‘two series.

ILLUSTRATION 10. From the following data, determine the Karl Pearson’s coefficient of

STATISTICAL ME IHULUD IFUIS CWVIVVIVIVG

correlation taking 79 and 132 as the average for X and Y variables respectively.

X: 61 68 79 59 69 96 89 78
VER 108 123 136 107 112 156 137 125
'SOLUTION

Since it is instructed to take certain values as the averages, it is required to use the short-cut

method as under.

Computation of Karl Pearson’s coefficient of correlation
by the short-cut methodat A, =79 and A =132

3 (X-A) : (Y-A) 2
- dx d, Y & d d. d,
61 -18 324 108 24 576 432
63 -11 121 123 -9 81 99
79 0 0 136 4 16 0
59 20 400 107 25 625 500
69 -10 100 12 20 400 200
96 17 289 156 24 576 408
89 10 100 137 5 25 50
78 -1 1 125 =7 49 7

Total 33 1335 N=8 52 2348 1696

By the short-cut method (iii), Karl Pearson’s coefficient of correlation is given by

NZd.d, -3d,.3d,
INEd? - (2d,* N2 - (3d,)?

r

Substituting the respective values in the above formula we get,

8x1696 — (33 x -52)

r —
(8 71335) - (~33)% /8 x 2348 — (~52)°
A 13568 - 1716
(10680 — 1089) (18784 — 2704)
11852
or r - = e

9591 % 16080
log r =log 11852 — ; (log 9591 - log 16080)
= 4.0738 —%( 39818 + 4.2063) = 4.0738 —%(8.1881)

=4.0738 — 4.0940 = — 0.0202 or 1.9798

and, r = Antilog of 1.9798 = (.9545.
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CORRELATION ANALYSIS

The above result of the coefficient of correlation shows that there is a perfect p
petween the two variables.

ILLUSTRATION 11. From the following observations, compute the Karl Pearson’s coefficient
of correlation by the short-cut method between the age and the success of the candidates.

Ages 15 16 17 18 19 20 21 | 22

No. of candidates appeared : 200 300 100 50 150 400 250 150
No. of successful candidates : 120 180 60 30 90 250 140 80

'SOLUTION

Since. it is asked to find out the correlation between the age and the success of the candidates, itis
required to find out first the number of successful candidates in terms of a common base, say 100.
These will be calculated as under :

Out of 200 candidates, no. of successes = 120

120x100 _
200

In the similar manner, the number of successful candidates per 100 for other age groups would be
60, 60, 60, 60, 60, 63, 56, 53 respectively. Now, the computation of r will proceed as follows :

So. out of 100 candidates, no. of successes = 60

Computation of Karl Pearson’s coefficient of correlation
by the Short-cut method at A, =18 and A | =60

No. of 5 :
Age (X=4.) dl -success (ea) dy2 d.d,
X d, e d,
15 -3 9 60 0 0 0
16 -2 4 60 0 0 0
17 -1 1 60 0 0 0
18 0 0 60 0 0 0
19 1 | 60 0 0 0
20 2 4 63 3 9 6
21 3 9 56 -4 16 -12
22 4 16 53 -7 49 -28
Total N =8 4 44 - -8 74 -40

By the short-cut method
NZd.d, -Xd,.Zd,

INZd? -, N2} - (2d,)°

r

Substituting the respective values in the formula we get

8x (- 40)—(4x-8) =\[ e 288 _0.68 approx
= B = ol
(8x 44 —(~4)* {8x74=(-8)

(352-16)(592—-64) ,[336x528

r =

A
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Comment. The above result shows that there is a moderate degree of negative correlation between
the age and the success of the candidates which means that with the increase in ages, the chance of

success decreases with the candidates.

3. Direct Method Based on Values of Items

This method is suitable, where the size of the given values of the variables are small, or all the
values of the variables can be reduced to small size by change of their scale, or origin. Here the
assumed mean is considered as zero and the formula is quite analogous to that of shortcut method. The
formula of coefficient of correlation under this method stands as under

B NIXY-IX -TY
YNEX? —(2X)% INZY? — (zY)?

r

where,

= Pearson’s coefficient of correlation
X = given, or reduced values of the first variable

Y = given, or reduced value of the second variable, and
N

1

number of pairs of observations.

Note. When each of the values of a variable is divided, or multiplied by a common factor, it is a case of change
of scale, when each of the values of a variable is added or subtracted by a common factor, it is a case of
change of origin. Since ‘¢’ is a pure number, it is independent both of scale and origin.

Steps. The computation of the coefficient of correlation with the above formula will involve the
following steps :

(i) Arrange the given data in a tabular manner, representing the first variable through X, and the
second variable through Y axes.

(if) If the given values are of big size, reduce them to the smallest possible size by dividing them
all by a common factor. The common factor may be different for the different variables.

(iif) Multiply each pair of the values of X and Y, and get them totalled as =XY.

(iv) Getthetotals of X and Y as £X and BY respectively.

(v) Square up the values of X and Y, and get them totalled as £X? and £Y2 respectively,

(vi) Square up the totals of the X and Y, and represent them as (ZX)* and EY) respectively.
(vii) Get the total of the number of pairs as N,

(viii) Substitute the different values in the formula given above, and find the value of ’ throug

calculations,

Another formula can also be derived from the above formula as thus,
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e EXY-NXY
JEXE - N(X):.[2Y? - N(Y)’

ILLUSTRATION 12. From the data given below, find out the coefficient of correlation between
the two variables using Pearson’s direct method based on values :

Marks in English : 1 2 3 4 5 7]

Marks in Statistics 6 7 3 9 10

SOLUTION
Computation of the Karl Pearson’s coefficient
of correlation by the direct method based on values

Marks in Marks in
English X? Statistics Y? XY

X Y

1 6 36 6

2 7 49 14

3 8 64 24

4 16 9 81 36

5 25 10 100 50
X =15 $X2=55 | Y =40 TY2=330 TXY =130 N=5

Pearson’s coefficient of correlation is given by
N XY -ZX.ZY
ryr =
JNEX? —(EX)? ANEY? -(2Y)?

Substituting the respective values in the above formula we get,

5(130)—15%40 650 —-600 50 &—H

J57 550152 5x330- (407 J275-225)(1650-1600) J50x50 50

r:

Comment. The above result of coefficient of correlation being + 1, indicates that the correlation

between the two variables is perfectly positive.

ILLUSTRATION 13. (On change of scale) From the Sollowing data, determine the coefficient

of correlation using the Pearson’s direct method based on values:

M,: 75 60 45 ; 30 | g |
ey Mz ; 150 175 200 225 ERl AN 25088

I
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"SOLUTION - ]
Computation of the Karl Pearson’s coefficient of correlation
by the direct method (based on values)
15 ! M,/25 v? XY
M| M* 1\2 M2 Y
75 5 25 150 6 36 30
60 4 16 175 7 49 28
45 3 9 200 8 64 24
30 2 4 225 9 81 18
15 1 1 250 10 100 10
Total 15 55 - 40 330 110 N=5
Pearson’s coefficient of correlation is given by
.= NZXY-ZX.ZY
INEZXT—(ZX)2 NZY2-(ZY)?
Substituting the derived values in the above formula we get,
5x110-15x%40 550-600 =50 =50

= -1

r = — = =
J5x55-(15)2\5x330—(40)>  J(275-225)(1650—1600) /50x50 50

Comment. The above value of the coefficient of correlation being —1, indicates that there is a
perfect negative correlation between the two variables.

ILLUSTRATION 14. (On change of origin) From the following pairs of the data find out the

Karl Pearson’s coefficient of correlation.

M, : 24 26 28 30 32
M, : —1 =2 -3 —4 -5
SOLUTION
Calculation of the Pearson’s coefficient of correlation
by the direct method (based on values)
M;-23 3 M;+11
M 72 > 3
p X X M, N Y XY
24 ] ] ~1 10 100 10
26 3 9 -2 9 81 27
28 5 25 -3 8 64 40
30 7 49 —4 7 49 49
.32 9 81 -5 6 36 54
i":"l"":TOtal, , 25 165 - 40 330 180 N=5
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Ppearson’s cocfficient of correlation is given by

NEXY-EX.TY
JNEX2-(@X)? NEYZ-(2Y)?

ro=

Substituting the derived values in the above formula we get,
5(180) —(25 x 40)
J(5x165) — (25)% /5 x 330 — (40)2

ro=

_ 900 — 1000
J(875-625) (1650 - 1600)

~100 ~100  -100 _

~ J(200x50) 10000 100

-1

Comment. The above value of ‘r’ indicates that the correlation between the two variables is
perfectly negative.

8.7. CORRELATION OF FREQUENCY DISTRIBUTION

When the values of the two variables are frequently distributed in large numbers, computation of
Karl Pearson’s coefficient of correlation involves the following three steps :

(i) Formation of a bivariate frequency table,
(if) Construction of a correlation table, and
(iii) Application of the frequency oriented formula.

Each of the above steps is analysed as under :

(i) Formation of a bivariate frequency table. For the construction of a bivariate table the following
steps are to be taken up in turn :

1. Group the values of both the variables into class intervals of suitable number and magnitude.
This may be same or different for the two different variables.

2. Arrange the class intervals of one of the variables in the column to the left of the table, and
those of the other variable in the row at the top of the table.

3. Draw up the intersecting lines of rows, and columns, and thereby show the different cells
against cach of the class intervals in the table.

4. Put the tally bars in the respective cells for each of the coordinating values, and get the total
of the frequencies in the respective cells, and the total of cells as well.

If the data are already in the form of a bivaribte table, it will not be necessary to form such a table
any more.

The following examples will illustrate the formation of a bivariate frequency table :

. . . - 7 t
ILLUSTRATION 15. From the following frequency dtstt:tbutwn of marks, form a bivariate
frequency table with class intervals of 20 in case of both the variables.
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A Ao e o o e 10 ]
Roll No. 5 20 5
40 90 30
Marks in Statistics | | 80 | 30 ?g ;g ol s | | 0| 1
Marks in Accounting 70 75 ) = = = T TR
Roll No. N 11 12 13 14 | ; 5 = =
< in Stabisti ‘ 7 1 15 | 18| % | 81 | 22
Marks in Statistics 35 ; : 9 g 95 85
Marks in Accounting 27 15 20 25 ]
SOLUTION
Bivariate Frequency Table
Marks in
Statistics 100 Toial
Marks in 0-20 2040 40-60 60-30 80—
Accounting
0-20 [[=(2) =) =) =(0) [=(2) (j
20-40 =@ | =@ =) =(0) =D 7
4060 =(0) =(0) =(0) =(0) =(0) 0
60-80 =(0) =) =) L= 1=i(1) 4
80-100 [1=@) =) =(0) =) ={0) 3
Total 7 6 2 1 4 20

ILLUSTRATION 16. From the following data, prepare a bivariate frequency table with class
interval of 10 for English and 20 for Mathematics. -

Roll Nos. 1 2 3 4 5 6 7 3 9 10 11 i2

Eng. marks 5 15 25 17 18 22 30 38 17 24 39 2]
Math marks 20 30 50 10 60 80 73 90 18 20 65 60

Roll nos. 13 14 15 16 17 18 19 20 21 22 23 24

Eng. marks 39 25 3 0 8 15 28 35 17 14 30 32
Math marks 21 67 81 83 93 17 82 48 45 E Y/ 77 96

SOLUTION
Bivariate Frequency Table
Marks in
English
0-10 10-20 20-30 30-40 Total
Marks
in Math
0-20 [ =03) 3
20-40 [=(1) ||=(2) =) |=(1) 5
4060 | = (1) |=(1) |=(1) 3
60-80 |=() [1=(2) 1H=3) 6
80-100 NEE) || =(2) =) 7
~ Total 4 7 6: ] 24

Note. It is to be noted that a bivariate frequency table serves the function of a scatter diagrarg which thl:ough the
shape of its frequency cells indicates the nature of correlation between the two variables. If in all the
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cases, greater fchuenci.cs are noticed in the cells coordinating the larger and larger, or smaller and smaller
values of both the varmbk':s, correlation is taken to be positive. On the other hand, if in all the cases,
greater frequencics are noticed in the cells coordinating the larger value of one variable with the smaller
value of the other variable, correlation is taken to be negative. If the association of the greater frequencies

with the coordinating values in cither of the above manner is not regular, the correlation is said to be
absent. The following examples would illustrate the point in issue.

EXAMPLE 1
A bivariate table that indicates a positive correlation
Marks in
N g 2030 | 3040 | 40-50 | 5060 | 60-70 | Total
Marks in
Auditing
10-20 1 1 22
20-30 2 12 1 15
13040 4 10 1 15
40-50 3 6 1 10
5060 4 8
60-70 1 3
Total 3 17 14 9 6 53
EXAMPLE 2
A bivariate table that indicates a negative correlation
Age of husbands
p=cobwives 20-30 3040 40-50 5060 loa
15-25 4 5 9
25-35 6 11
3545 6
Total 10 3 26

(ii) Construction of a Correlation Table

After the correlated frequencies for each of the correlated values are determined t.hrough a
bivariate table, the next step will be to construct a correlation table as a process pf computation of the
coefficient of correlation. The construction of such a table \'.{111 involve the following steps :

(i) Put the values of the X variable in the caption or colurpn headings, and those of Y variables
in the stubs or row headings at the left of the table or vice versa.

(ii) Find the step deviations of the X variable against the heading di, and those of the ¥ variable
under the heading d,,.

) . . e h
(ifi) Put the inter-secting lines of columns and rows against each of the ;tep c:f:vriztlons of both the
variables, and thereby find the cells for each of the correlated step deviations.
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(iv) Put the correlated frequencies thus
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obtained from the bivariate table in the left bottom corner

of the respective correlated cells, and show the respective total of the frequencies in the

adjacent column and row against the headings F.

Find the products of d and in the Fd., row, and those of d, and F in the Fd, column and get
them totalled as XFd, and XFd, respectively.

Find the products of d,” and F in the Fd.* row, and those of dy2 and F in the dez column, and
get them totalled as YFd.?} and Zdez respectively.

Find the products of d,, d, and the respective frequencies of each cell, and put them in the

vii
. right hand upper comer of each such cell. Get these products totalled in an intersecting cell
in the column, and row of XFd, d,. The form of the table described above will appear as
under :
Format of a Correlation Table i
Xd, 1 2 3 4
Yd, =2 -] 0 1 F | Fd, | Fd? | Fdd,
18i] - -1 fdd, fdd, fdd, fdd, F Fd, | Fd;} | Fdd,
f S f S
2 0 fdd, fdda, fdd, fdd, F Fd, | fd} | Fdd,
f Couf f /
3 1 fdd, fdd, b i dxdy' fdd, F Ed, dez Fdd,
S . I S
4 | 2 fdd, fdd, | fdd, | fdd, F | Fd, | Fd' | Fdd,
S S S I
F F F F F *F | ZFd, | ZFd} | IFdd,
2 Fd, Fd, Fd, Fd, Fd, 2Fd,
Fd? Fd? Fd/? Fd? Fd? YFd?
Fd, d, Fdd, Fdd, Fdd, Fd.d, LFd.d,

(iif) Application of the Frequency Oriented Formula

After the correlation table is constructed in the above manner, the following formula of Karl
Pearson is to be applicd to find out the value of the coefficient of correlation.

N2Fd,d, - *Fd, .rFd,

R N——" 2 2
JNFd? - (3Fd,)* [NSFd? - (sFd,)?

The values of the relevant factors will be obtained from the correlation table, and will be
substituted in the above formula. The computed value will be the value of the coefficient of correlation
which will definitely lie between 1, and signify if the correlation is positive or negative. The following

illustrations will make the point clear.

ILLUSTRATION 17. From the following bivariate table, find out the Karl Pearson’s

Coefficient of correlation.
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mrks i.n Marks in Statistics
Economics 0-20 20-40 40-60 60-80 80-100 Total
0-20 2 2 0 0 - 2 6
2040 3 2 1 0 1 7
40-60 0 0 0 0 0 0
60-80 0 1 1 ] 1 4
80-100 2 1 0 0 0 3
Total 7 6 2 1 4 20
SOLUTION

CoefTicient of correlation is given by

N:Fd,d, -3Fd,.TFd,

y =
\/NZF d? —(3Fd,)? \/N‘Z Fd} —(SFd,,)*

Substituting the respective values as found in the table as stated below in the above formula we
get,

- (20% 2)—(~11x ~9)
 J20x5D)— (112 20— xa7)— (-9)?
) (20x 2)—(~11x ~9)
 J@ox5n— (112 2- xa7)- (-9)2

¥

= __39_ =_0.07
879
Correlation Table
X Marks in Statistics
m 0-20 | 20-40 | 40-60 | 60-80 | 80-100
Mark in d, 10 30 50 70 90
T omles 2 -1 0 1 2 F Fd, | Fd} | Fd.d,
G - 8 -12 24 4
020 [ 10| -2 8 4 0 0 . 2
2 2 0 0 ” 6
0 0 -2 —7 7 6
2040 | 30 | -1 6 2 1 " | ;
4060 & 2 0 0 0 0 0 0
4060 | 50 | 0 0 0 ; 0
0 0 0 | : i
0 1 2 4 4 Z
60-80 |70 | 1 o| -I ¢ 1 4
0 1 | 1_’__,6___,,6_ - = = To
80-100 [ 90 [ 2 Ble -2 a2 3 :
— 2 1 P 1 [cF—20 |Fq, [PFd’ |EFdd
3 7 |6 2 1 L0 |=a7. 552
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I
- 0 el Fd,
Fd, | -14 6 e
o
Fd® |28 6 0 I |16 ZFd,
. =51 23
Fdid, |6 3 0 1 . -8 TFdd,
d 2

The above value of the coefTicient of correlation indic

ates that there is a very low degree of

negative correlation between the marks in Statistics and the marks in Economies.

ILLUSTRATION 18. From the following data arranged in a bivariate table,
coefficient of correlation by the method of Karl Pearson.

calculate the

Marks in Marks in English :
statistics 0-10 10-20 20-30 3040 Total
0-20 0 3 0 0 3
2040 1 2 ' 1 1 5
40-60 0 1 1 1 3
60-80 0 1 2 3 6
80-100 3 0 2 2 7
Total 4 q 6 7 24
SOLUTION
Correlation Table
X Marks in English
Mark in d, 0-10 10-20 20-30 3040
Statistics 5 15 25 & 35
v m dy -2 =1 0 1 F | Fd, de2 Fdd,
0-20 10 -2 0 6 0 0 2 1 p
0 3 0 0 3 -
2040 30 ~1 2 ) 0 1 = s B
1 2 1 1 5 J
40-60 50 0 0 0 0 0 5 5
60-80 70 | 0 -] 0 3
80-100 90 2 =P 0 0 1 >
s 0 2 2 ;| 14 -8
I
=9 | =51 =
fd. 1 -8 = 0 7 | =Fd
Fd, 16 7 0 7 Fd?
7 ' =30
’F d,dy -10 ) 0 6 > Fd.d,
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From the above said table it appears that SF = 24, 3Fd, = 9,Zde2 =51, Fd, =-8, 2Fd,*= 30 and
de.\d\' = 3

By putting the above values in the following formula of Karl Pearson we get,

. NXFd.d,-3Fd,SFd,
YNIFd? _(zFd )2 JNZFd? - (ZFd,)?
(24 x3)— (-8 x9)
_ J24x30)—(g)? J(24-x51)-(9)2
_ 72+ 72
V(720 -64) (1224 g1)
_ 144

J(656 x1143)

144 144

= = =0.17 approx.
J749808 _ 866 PP
The above value of the

coefficient of correlation signifies that there is a positive correlation
between the two variables. However, such correlation is of very low degree as it is less than 0.25.

ILLUSTRATION 19. Compute the Karl Pearson’s coefficient of correlation for the following
bivariate frequency distribution.

Marks Tn Marks in Law
Statistics | 10-20 20-30 3040 | 40-50 50-60 60-70 Total
10-20 1 1 2
20-30 2 12 1 15
3040 4 10 1 15
40-50 3 6 1 10
50-60 i 2 4 2 8
60-70 1 2. 3
| Total 3 17 14 9 6 4 53
SOLUTION
Correlation Table
, X Mark in Law
Mark in m | 10=20 | 20-30 | 3040 40-50 | 50-60 6(;—070 ‘ 7
i 35 45 S5 —
Statistics d, 1; 2? 0 1 2 3 F | Fd, | Fd} | Fd.d,
Y m d, - s -
4 8 6
1020 [ 15[ 22 4 2 0 o o
/ 16
e 0 0 —15 15
2030 [ 25 | asl 2 0 Ml il 15
B 2 12001 0

M’-‘—H
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8.28 |
] 0 0 0 0
0 0
3040 [35[ 0 0 0 0 0 . 15
0 4 10 1 - Bl |
40-50 | 45| 1 0 0 0 : : i 10
0 . : 16 12 16 32 32
50-60 | 55| 2 0 0 0 4
4 2 8 N o
0 0 0 2 5 = 57
60-70 | 65| 3 0 0 0 0 6 18 .
0 0 0 0 1 2 _
I 3 17 14 9 6 4 |sF |ZXFd, |XFd, 5 ZFdd,
=53 |=16 |92 =86
Fd, -6 ~17 0 9 12 12 | ZFd,
K =10 . 2
Fd? 12 17 0 9 24 36 |ZFd?
=98
Fdd,] 8 | 14 | 0 | 10 | 24 [ 30 |5Fdd,
=86

From the above said table the relevant factors are obtained as follows :
SF or N=533Fd, = 10,5Fd, = 16, £d,2 = 98, 2Fd,’ = 92 and ZFd, d, = 86
Karl Pearson’s coefficient of correlation is given by

NZFd,d, -XFd, .XFd,

JNEFd? - (2Fd, ) [NEZFd? - (SFd, )’

r

Substituting the derived values in the above formula we have,
B (53x86)—(10x16)
T \/(53 x 98) — (10%)(53 92) — (16)?
4558 -160
) J(S 194 -100) (4876 — 256)

. & B—"

V5094 % 4620

The above value of the coefficient of correlation indicates that there is a very high degree of

positive correlation between the two variables. This is also indicated by the bivariate table given at the
outset.

Algebraic properties of Pearson’s coefficient of correlation

Prof. Karl Pearson’s coefficient of correlation thus discussed above has the following algebraic

properties :

1. Its value must lie between + 1 and -1 < i.e.~1< r < + 1. This property provides us with a
yardstick of checking the accuracy of the calculations.
2. Itis independent of the changes of origin and scale as well.
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By change of origin we mean subtraction or addition of some constant value from/to each
value of a variable. Such constants may be the same oz different for the two variables X and
y. Further, by change of scale we mean dividing or multiplying each value of a variable by
some constant figure and such constant figures may also be the same or different for the two
variables of X and Y. This property implies that the value of the coefficient of correlation
will remain the same, even if, there occurs a change of origin or a change of scale. This
property helps us in simplifying the process of calculations.

3. It is independent of the units of measurement. This implies that even if the two variables
are expressed in two different units of measurement viz. rain fall in inches, and yield of crops
in quintals, the value of the coefficient of correlation comes out with a pure number. Thus, it
does not require that the units of measurement of both the variables should be the same.

4. It is independent of the order of comparison of the two variables. Symbolically,

Ty = Tyx. This is because,
Vo= : N = e Ty=T
X_\"— ) yx - - . xy—' yx -
No,o, No,o, No.0,

5. Itis the geometric mean of the two regression co-efficients i.e. ¥ = |by, X byy

o o
Prof. by = —% and by, = —=
oy Oy
o
b x b _r—"xr——&=r2
v > Ox= o, Oy
r = by X by,

Assumptions of the Pearson’s Coefficient of Correlation
Prof. Pearson’s coefficient of correlation is based on the following assumptions :

1. Linear relationship
In devising the formulae, Prof. Pearson has assumed that there is a linear relationship between the
varizbles which means that if the values of the two variables are plotted on a scatter diagram, it will

give rise to a straight line.

2. Cause and effect relationship

Prof. Pearson has assumed that there is a cause, and effect relationship between the correlated
variables which means that a change in the value of one variable is a cause for effecting a change in the
value of another variable. According to him, without such relationship, correlation would carry no

meaning at all.

3. Normalcy in distribution
It is assumed that the population from which the data are collected are normally distributed.

4. Multiplicity of causes

Prof. Pearson has assumed further that each of the variables under study is affected by multiplicity
of causes so as to form a normal distribution. Variables like age, height, weight, price, deman.d, 'sgpply,
yield, temperature, etc. which are usually taken to study correlation are affected by multiplicity of

Causes,
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5. Probable error of measurement 3 . .
Prof. Pearson has further assumed that there 18 probablllt)f of some er;or whlct:l:a;i}; (::;ﬁ r:r;tcl)- th_e
measurement of the co- efficient of correlation. But, the magnitude of such error m imit

which is obtained by the following formula :

l—rz

PE(,-) £= 0.6745 \/—
n

where, = Coeflicient of correlation, and n = number of pairs of the two variables.
If the constant .6745 is omitted from the above formula of probable error, we get the standard error
of the coefficient of correlation.
1-r2

Thus, SE( = T
n

The above formula of probable error helps us in interpreting the significance of the coefficient of
correlation as follows :
(7) The correlation is taken to be almost absent, if » <PE,.
(i7) The correlation is taken to be significant, if > 6 XPE,.
(ii7) The correlation is taken to be moderate, if » > PE but <6 times PE,).
(7v) The limits of the correlation coefficient of the population, or p he) =7+ PE(y) .

ILLUSTRATION 20. From the data given below, find out the probable error, and the standard
error of the Pearson’s coefficient of correlation. Also, determine the limits of the correlation co-

efficient of the population.
r =0.5, and n=100.
SOLUTION

2 2
s 1—(. 0.
PE,, —0.6745 x 1277 = 0.6745 x 12O _ 0 6745 1202
Jn J100

= 0.6745 x 21

=0.05 approx.

-2 1-(52 1-0.25

Jro 100 10

Upper limit of the Population correlation coefficient
Pubo) = F+ PRy = 0.5+ 0.05 = 0.55

Sli(,) =

=0.075

Lower limit of the Population correlation coefficient
Pirho)y =+ —=PE4=0.5-0.05=0.45.

ILLUSTRATION 21. Find the probable error, and the standard error Jrom the following data :
r =0.6 and n = 64, ' g )
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"SOLUTION
_,.2 2
We have, PEq =0.6745 (7 _ o 6745 0= _ | 6rys 1036}
n Jo4
=0.6745 x 204 _
D745 X =0.6745 x 0.08 = 0.05396 = 0.05 approx.
2 _ 2
And SE, = 12" - 1-(06)7 1-036_0.64_

T e : =08
COEFFICIENT OF DETERMINATION

Coefficient of determination is, also, another measure of determining the correlation in the same
manner as that of the Pearson’s coefficient of correlation. This has been introduced by the famous
Statistician, Tuttle who says that it is much easier to understand, and very much useful for interpreting

the regults of the coefficient of correlation between any two variables through the coefficient of
determination.

Acgording to him, coefficient of determination denoted as “*’ is a number that indicates the
proportion of the variance in the dependent variable that is predictable from the independent variables.

In other wordsz, it is defined as the ratio of the explained variations to the total variations.
Thus, if 7 = 0.8, ¥* = 0.64, which would mean that 64 per cent of the variations in the dependent

variable has been explained by the independent variable, and the rest 36 per cent of the variations is
due to the other factors.

Coefficient of determination is, therefore, represented as follows :

o Explained Variation
Co-eff. of Determination =r* = —&

Total Variation

From the above formula it is to be noted that the value of the coefficient of determination shall
always remain positive, and its maximum value will be 1. As such, it cannot reveal if the correlation
between any two variables is positive or negative. Further, it is to be noted that the value of r
decreases more rapidly than the value of r and that the value of r will always be greater than the value
of * as shown below :

Table showing the relationship between r and r’.

r r r r
1.0 1.00 0.5 0.25
0.9 0.81 0.4 0.16
0.8 0.64 03 0.09
0.7 0.49 0.2 0.04
(25 0.6 0.36 0.1 0.01

COEFFICIENT OF NON-DETERMINATION

Coefficient of non-determination explains the amopnt of unexplained or unaccoynteiihioz,o Z?‘tl‘—il:ir.l;r:li
between two variables or between a set of variables. It is defined by Tuttle as one minus

2 :
of determination i.e. 1 7. Symbolically, it is represented by K as belows :
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8.32
K2 =1 Explained Variation
or Total Variation
Thus, the coefficient of no-determination is the ratio of unexplained variation to the total
variation.

CO-EFFICIENT OF ALIENATION

This is also a development over the coefficient of determination. Coefficient of alienation 1s a
statistic that measures the lack of linear association between two variables.

This is symbolically represented by K as the square root of the coefficient of non-determination.

Thus, the coefficient of alienation, or |[K =%+1- rt

" \ﬁ B Explained Variation
B Total Variation

ILLUSTRATION 22. If r = 0.8, and N = 81, find (I) the coefficient of determination,
2 coefficient of non-determination, and (3) coefficient of alientation. Also, interpreter the results.
_SOLUTION
(i) Coefficient of determination = r* = (0.8)* = 0.64.

This result shows that 64 per cent of the change in the dependent variable is due to the change in
the independent variable, and the rest 36 per cent of the change is due to the other factors. This can,
also, be represented as follows :

Explained Variation _ 0.64

Coefficient of determination = i\/l - — = 64%.
Total Variation 1

(if) Coefficient of Non-determination

or K} =1-*=1-0.8"=1-0.64=0.36

Unexplained Variation _ 0.36

or K? = =36%.

Total Variation 1

The above result shows that 36 per cent of the change in the dependent variable is on account of
the changes in the other factors.

(iif) Coefficient of Alienation

or K =+1-r% = J1-08% =/1-0.64 = /036 = 0.6
or K = JUnexplalncd Va'rlallon _ \/0.36 ~06.
Total Variation 1

The above result indicates that if the effect of the other factors are alienated, the degree of
correlation will be 60 per cent. '
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Merits and Demerits of Pearson’s Method of Studying Correlation

Merits
The following are the chief points of merit that go in favour of the Karl Pearson’s method of
correlation :

l. Thi.s method not only indicates the presence, or absence of correlation between any two
variables but also, determines the exact extent, or degree to which they are correlated.

Under this method, we can also ascertain the direction of the correlation i.e. whether the
correlation between the two variables is positive, or negative.

: Thi§ method enables us in estimating the value of a dependent variable with reference to a
particular value of an independent variable through regression equations.

4. This method has a lot of algebraic properties for which the calculation of coefficient of

correlation, and a host of other related factors viz. coefficient of determination, are made
easy.

9

(9]

Demerits

Despite the above points of merit, this method also suffers from the following demerits :

I. It is comparatively difficult to calculate as its computation involves intricate algebraic
methods of calculations.

It is very much affected by the values of the extreme items.

W o

It is based on a large number of assumptions viz. linear relationship, cause and effect
relationship etc. which may not always hold good.

>

It is very much likely to be misinterpreted particularly in case of homogeneous data.
In comparison to the other methods, it takes much time to arrive at the results.

AN Wn

It is subject to probable error which its propounded himself admits, and therefore, it is
always advisable to compute its probable error while interpreting its results.

(iv) SPEARMAN’S RANK CORRELATION

This method is a development over Karl Pearson’s method of correlation on the point that (i) it
does not need the quantitative expression of the data, and (ii) it does not assume that the population
under study is normally distributed.

This method was introduced by the British Psychologist Charles Edward Spearman in 1904.
Under this method, correlation coefficient is measured on the basis of the ranks rather than the original
values of the variables. A rank correlation coefficient measures the degree of similarity between two
rankings and can be used to assess the significance of the relationship between them. For Rank
Correlation coefficient, the values of the two variables are first converted into ranks in a particular

order depicted as under :

Order of Assigning the Ranks

The ranks may be assigned to the different values either in ascending, or in descending order.thIn
case of ascending order, the smallest rank 1 is assigned to the smallest. value of a.var-lable, and ‘;
subsequent ranks 2, 3, 4 etc. are given to the other values in order of their largeness in size. hll) casee?lt
descending order, the smallest rank 1 is given to the largest value of a variable and the su (Sjee(xl-uthe
ranks 2, 3, 4 etc. are given to the other values in order of their smallness in size. In whate\_'eélgg Whan
ranks may be given, the same order of ranking must be followed in case of both the varnables.
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two, or more values of a variable are found to be identical, each of them_ls t
average of their progressive ranks. For example, if there are three 30s coming a

o be assigned with the
fter the 4th rank, thejr

36+ 7, e 6. Thus,

progressive ranks would be 5, 6 and 7 respectively and their average would be

each of the three identical values will be assigned with the rank 6, and the next rank will begin with 8
to be assigned to the next value of the series.

Method of Computation

After the ranks are assigned to the values of both the variables under the two columns R.and R,
respectively, the squares of the differences between the two corresponding ranks are found out under
the next column (R, - R',.)2 or D% Lastly, the D* column is totalled, and the following formula is put to

find out the values of the coefficient of correlation which also lies between £ 1.

2 1 3 3 +—1— 3 —m +}
6{ZD +12(ml m1)+12(m2 ny) 12( 3 3)

re =1 —
N°-N

Where,
Iy = Spearman’s rank coefficient of correlation

D" = Sum of the squares of the differences between the corresponding ranks of the
two variables i.e. (R, — y)z.
N = number of pairs of the two variables.
m; = the number of items which are assigned with the first repeated rank.
m, = the number of items which are assigned with the second repeated rank.
m; = the number of items which are assigned with the third repeated rank.

Note. It is to be noted that when there is no repetition of any rank the above formula may be reduced as
follows :

6ZD?
N°—N

ILLUSTRATION 23. From the following data, find out the Spearman’s rank Coefficient of
correlation, and comment on the result:

r(s) =1-

Roll nos. : 1 2 3 4 |- 5 6 o7 8 9 10
Marks in commerce : 60 56 25 90 35 14 52 27 54 7794
Marks in economics : 42 34 56 35 40 50 45 60 58 36
SOLUTION
Computation of the Spearman’s rank coefficient of correlation
Marksin | Marks in Rank in Difference between the Square of the
. ,’Com, , Eco. ascending order rank & differences in ranks
X . Y Rx Ry (R—Ry) D’
60 42 8 5 3 9
56 34 7 1 6 36
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I T 2 g 73 36 ]
2 64
90 35 10 2 8
35 40 4 4 0 0
14 50 1 7 -6 36
52 45 5 6 -1 1
27 60 3 10 =7 49
54 58 6 9 =3 9
72 36 9 3 6 36

Total N=10 - _ 0 ZD2= 276

By putting the formula of Spearman’s rank coefficient of correlation :

We have, rs) = 1-

Comment

From the above result of the Spearman’s rank correlatio

6=D* _ |_6(276)
N° —N 10° —10
1656 _ |1 67=—0.67.

n it comes out that there is a moderate

degree of negative correlation between the marks in Commerce, and the marks in Economics. This
means that if a student secures more marks in Commerce subject his marks in Economics is likely to

decrease to a moderate extent.

ILLUSTRATION 24. Find out the Spearman’s coefficient of rank correlation from the
following data relating to the ranks assigned by the two judges on a certain competition.

Candidates : A B C D E F G H I g
Marks by Judge I : 26 25 38 37 41 45 60 42 53 57,
Marks by Judge II : 52 L2 30 35 48 77 38 43 68 64
SOLUTION
Computation of the Spearman’s coefficient of rank correlation
Marks by Marks by Ranks in descending order | Difference in D?
Judge I Judge 11 R R ranks (d)
X Y ; Y R, -R))
26 52 9 4 5 25
25 25 10 10 0 0
38 30 7 9 -2 4
37 35 8 8 0 0
41 48 6 5 1 1
45 77 4 1 3 9
60 38 1 7 -6 36
42 43 5 6 ~1 1
53 ‘ 68 3 2 1 1
o 57 64 2 3 -1 Cn TN s
 Tol | N=10 = - 0 D= 78
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By the formula of Spearman we have,

_ . 6xD? 6(78) 468
ry =l-——=l-———=1-
N —N 10° ~10 990
= 1-0.47 = 0.53.

Comment. The above result indicates that there is a moderate degree of positive correlation
between the two variables,

ILLUSTRATION 25. From the following data relating to the marks secured by a batch of
candidates, ascertain the rank coefficient of correlation and interpreter the resullts.

Candidates : A B C D E F G H -1 T
Marks in English : 50 40 50 35 37 18 30 22 15 5
Marks in Economics : 38 60 48 50 30 32 45 37 42 52
Marks in Commerce : 70 68 75 40 80 50 30 85 25 90
SOLUTION

Computation of the Rank Coefficient of Correlation
between the marks in the three subjects

Marksin | Marksin Marks in Ranks in ascending order | Squares of the Diff. in ranks
English |Economics Y| Commerce | Rx Ry Rz D, Di D’
X Z i
50 58 70 10 y 6 1 16 9
4 60 68 8 10 5 4 9 25
50 48 75 9 6 7 9 4 1
35 50 40 6 7 3 1 9 16
37 30 80 7 1 8 36 1 49
18 32 50 3 2 4 1 1 4
30 45 30 5 5 2 0 9 9
.02 37 85 4 3 9 1 25 36
15 42 25 2 4 1 4 1 9
5 52 90 l 8 10 49 81 4
Totz) N =10 - - ~ 106 156 162
Rank correlation cocfficient
)
or P— (,idl)
N? =N
. ) 6(1006) 636
Thus, K )x = —— = | = —=1-0.64 =
¥) T 590 0.64 =0.36

ror =1 0056) 936 (
(S)x-z) “l 03 ~ 10 = m—- |- 095 = 0.05
6(162) 972
100 =10 990

And Fexeay = - = 1-0.98 = 0.02.
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From the above results, it appears that there are positive correlation between each pair of the

8.37

subjects, but the correlation between the English and Economics marks appears to be more closer.

ILLUSTRATION 26. (On equal ranks) From the following data relating to sales and net profits
of a firm find the rank correlation coefficient.

Sales in T : 60 80 90 60 100 130 120 110
Profits in T : 30 40 50 40 60 70 40 75
SOLUTION
Computation of the Rank Coefficient of
Correlation between the Sales and Profits
Sales Profits Ranks in desending order (R:—Ry) D’
X Y D
R, R,
60 30 7.5 8 0.5 0.25
80 40 6 6 0.0 0.00
90 50 5 4 1.0 1.00
60 40 7.5 6 1.5 2.25
100 60 4 3 1.0 1.00
130 70 1 2 -1.0 1.00
120 40 2 6 4.0 16.00
110 75 3 1 2.0 4.00
Total — - ~ 0 25.50

By the relevant formula of rank correlation we have :

6{ZD2 +L(ml3 —ml)+—1—(mg -m) ..
- 12 12 -

Res) = 3
N’ -N
Where, risy = the required rank correlation coefficient
%D® = Sum of the squares of the differences between the corresponding ranks i.e. 25.50.
my = the number of items assigned with the first repeated rank 7.5 i.e. 2
my = the number of items assigned with the second repeated rank 6 i.e. 3
And N = number of pairs of the ranks i.e. §.

Substituting the relevant values in the above formula we have,

1.3 1 3
2554+—(2° -2)+—(3" -3
l2( ) 12( )

fiy =10 8 -8

| 1
6{25.5+l—2—(6) + |—2(24)}

512-8
6{25.5+0.5+2)
504

_ 6(28)
504
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=1-0.33 =0.67 approx.

Thus, the rank correlation coefficient between the sales, and profits is 0.67 which signifies a
positive correlation between the two variables.
ILLUSTRATION 27. From the Sollowing data relating to the costs and profits of a concern, finq

out the rank cocfficient of correlation, and interpret the resullt.

Year 1 2 3 4 5 6 7 8 9
Cost 50 60 65 50 55 60 60 30 40
Profit 10 20 25 15 20 30 35 5 7
SOLUTI ON
Calculation of the rank coefficient of correlation
‘ Ranks in ascending order Difference Square of
CO‘St P“ﬁﬁ‘ R, R, between Ranks Difference
= X ' (R—R,)=D D?
30 10 3.5m, 3 0.5 0.25
60 20 7 m, 5.5 m; 1.5 2.25
65 25 9 7 2.0 4.00
50 15 3.5 m 4 -0.5 0.25
55 20 5 5.5 m; -0.5 0.25
60 30 P 8 -1.0 1.00
60 35 7 my 9 2.0 4.00
30 5 I 1 0.0 0.00
0 7 2 2 0.0 0.00
| Total | - = < 0.0 12.00

By the relevant formula of rank coefficient of correlation we have,

2 | | 3 1 3
6{SD +E(m13—m])+ﬁ(m2 —m2)+E(m3—m3)}

o= ] —
I(s) T

“

Substituting the derived values in the above formula we get,

3 3 3
(){124&1;_'2_)4-(3\‘3&@}

12 12
gy = I - 7o
2 2 2
6112+ 22°-1) 3G ~D,22*-1
12 12 12
=] - -
99° -1)
__ 0{12+0.5+2+0.5) _q_6x15
720 720

=1-—=1-1o 1 _0125-_0g7s.
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| The above result of the rank coefficient of correlation shows that there is a very high degree of
positive correlation between the cost and profit variables.

speclal Features of Rank Correlatlon

From the above analysis and illustrations, the special features of Spearman’s rank coefficient of
correlation can be outlined as under :

1. The value of such coefficient of correlation lies between +1 and 1.

2. The sum of the differences between the corresponding ranks i.e. ZD = 0.

3. It is independent of the nature of distribution from which the sample data are collected for
calculation of the co- efficient.

4. Ttis calculated on the basis of the ranks of the individual items rather than their actual values.

5. Tts result equals with the result of Karl Pearson’s co-efficient of correlation unless there is

repetition of any rank. This is because, Spearman’s correlation is nothing more than the
Pearson’s coefficient of correlation between the ranks.

Merits and Demerits

Like any other method, this method of measuring the correlation has also certain merits and
demerits which can be outlined as under :

Merits

1. In comparison to Karl Pearson’s method, this method is much easy to understand, and sirnple'
to calculate.
This method can be applied to the phenomena of qualitative nature viz. honesty, beauty,
efficiency etc. which can be ranked in some order.
3. This method is not affected by the extreme items.
4. This method is considered indispensable when the data are given in the form of ranks rather

than their real values.

This method does not need the assumption that the population from which the samples are
taken should be parametric, or normally distributed.

o

W

Demerits

1. This method is not suitable for frequency distributions i.e. grouped data.

2. This method is not suitable when the number of pairs of the variables is larger because, the
work of ranking in that case becomes very much cumbersome.

3. The result obtained by this method differs from that of Pearson’s method when there are
repetitions of the ranks,

4. This method is not capable of further algebraic treatment like that of the Pearson’s method.

5. This method is not based on the original values of the observations.

(v) CONCURRENT DEVIATION METHOD ‘

Correlation Coefficient by concurrent deviation method indicates whether the correlation i_s in
positive or in negative direction especially in the short-term fluctuated data. This method 1s a
development over the rank correlation method in the sense that its process of calculation is the
simplest, and shortest of all the algebraic methods discussed above. Any number of observations can be
easily solved under this method.
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Special Features

The special features of this method are as follows :

1. For both the variables of X and Y, deviations of each of the succeeding Yaluei from its

- > < < D N . . ; ‘ [- | B
immediately proceeding value is noted in terms of the direction of changes (i.e., + — o 0)
under two separate columns styled dx and dy.

ro

. Each of the pairs of deviation signs thus noted under dx and dy are multiplied in a separate
column styled dxdy.

()

. Only the positive signs i.e. the products of the concurrent, or Slmllaé signs in the dxdy colump
are totalled, and shown as the value of the concurrent deviations, or C.

4. The number of pairs of deviations rather than the number pf pairs of observatIOI_lS Is taken as
the value of n, and for this, the number of pairs of observation is refiuped by one in as much ag
the first pair of observations does not fall under the pairs of the deviations.

The following formula is applied to find both the degree and direction of the correlation which
always lies between + |

‘hn

2C-n
n

o) = I,/%

Where, ) = coefficient of concurrent deviation.

C = number of concurrent deviations and
n = number of pairs of deviation.

. 2C—n
The purpose of putting symbol signs inside the root is to convert the negative value of

, 1f}
n
root of

any, into the positive value by multiplying the same with the minus sign in order that the
2C-n

can be found out algebraically.

n

Further, the purpose of putting + signs outside the root is to show the ultimate result with its
. . i . . ! . . 2C-n
original sign by multiplying the derived result with the minus sign again. In case

gives a

n
positive value, all such multiplications cited

ILLUSTRATION 28, Find out the

observations,

above will not be necessary.

coefficient of concurrent deviation Jrom the Sollowing

X: 109 122 96 142 151 | 124 125 102 109 156 122
r X 14.9 6.3 5.8 12;2 x|5332 133 14.6 8.8 4.9 39.8 6.3 |

SOLUTION
Computation of the coefficient of concurrent deviations
X Y t Dvns. of X t Dvns. of Y Product of Dvns.
dx dy dxdy '
109 14.9
122 6.3 + = <
96 5.8 - = 7
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[ 142 12.2 T = -

151 33.2 3 ¥ y

124 13.3 o 3 4

125 14.6 + b i

102 38 ~ i .

109 4.9 Iy B

156 39.8 + e s

122 6.3 - . '

Total N=11 n=10 = C=3

By the tormula of concurrent deviations we have,

f 2C-n
) =%/t 5

e = coefficient of concurrent deviations

Where,

C = number of concurrent deviations or positive signs of the products i.e. 8

and = number of pairs of deviations i.e. N — 1 or 1] — 1=10.

Substituting the respective values in the formula cited above we get,

f = [+2®-10 _ [16-10

10 10

=+v0.6 =0.774 = 0.77 approx.

The above result indicates that there is a hi

gh degree of positive correlation between the two
variables X, and Y.

ILLUSTRATION 29. Determine the coefficient of concurrent deviations Jrom the following
data,
Months : Jan. | Feb. | Mar. | April | May | June July | Aug. | Sept. | Oct.
Index of Calcutta price : 169 | 182 | 182 192 198 | 209 | 227 | 238 250 253
Index of Delhi price : 204 | 222 | 225 228 229 | 233 249 | 266 255 255
SOLUTION
Computation of the coefficient of concurrent deviations
Index of Calcutta Index of £ Dvns. of X + Dvns. of Y Product of
price Delhi price variable variable deviations
X Y dx dy dx dy
169 204
182 222 + a3 +
182 225 0 + 0
192 228 + + i
198 229 + +
el 209 233 + : b e
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Regression Analysis

9.1. MEANING, DEFINITIONS AND CHARACTERISTICS

Meaning

Although, lexicaily the term ‘regression’ means ‘going back’, or ‘stepping down, the regression
analysis is a statistical tool for measuring the average relationship between any two, or more
closely related (positively, or negatively) variables in terms of the original units of their data.

It is advantageously used by the statisticians in estimating the unknown values of a dependent
varizble say Y from the known values of an independent variable say X. This technique is extensively
used zs a formidable instrument in almost all the sciences viz., Natural science, Physical science, and
Social science. Particularly, in the fields of business and economics that come under the social science,
this technique is invariably used for studying the relationship between two, or more related variables
viz., Price and Demand, Demand and Supply, Production and Consumption, Expenditure on
Advertisement and Volume of Sales, Cost, Volume and Profit etc.

This technigue was developed by the British Biometrician Sir Francis Galton in 1877 in course of
his studying the relationship between the heights of fathers and the hights of sons. Hc.: used this te:‘rrfx’
regression” for the first time in his paper ‘Regression towards Mediocrity in Hereditary Stature™ in
which he established -

(i) that tall fathers will have tall sons, and short fathers will have short sons; . .

(ii) that the average height of the tall fathers’ sons will be less than the average height of their

fathers ;
(iii) that the average height of the short |
fathers ; and _

() that the deviations of the mean height of the sons will be less than the dcyu;tlon’sl:)fitlﬁf rn;gffg

height of the fathers from the mean height of the race, or that when the (tiat 1}:ers eng
above or below the mean, the sons’ height tend to go back (regress) towa.r s the r.nea . heights

Professor Galton studied the average relationship between the above.a two var-laples (ie. tlhiiofllsililp

of the fathers and the heights of the sons) graphically, and named the line describing the rela ’

the ‘Line of Regression’.

' ill be more > average height of their
athers’ sons will be more than the average heigh
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Definitions
The technique of regression analysis introduced as above has been defined variously by various
authors. Some of the important and meaningful definitions are reproduced here, as under :

1. In the words of Sir Francis Galton, the regression analysis is defined as “the law of regression
that tells heavily against the full hereditary transmission of any gift...the more bountifully the
parent is gifted by nature, the more rare will be his good fortune if he begets a son who is richly
endowed as himself, and still more so if he has a son who is endowed yet more largely.” :

2. According to Taro Yamane, “One of the most frequently used techniques in economics and
business research to find a relation between two or more variables that are related causally, is

regression analysis.”
3. In the words of Ya Lun Chou, “Regression analysis attempts to establish the nature of the
relationship between variables that is to study the functional relationship between the variables

and thereby provide mechanism for prediction or forecasting”.

Characteristics
From the above definitions, the essential characteristics of regression analysis can be brought out
as under :

(i) It consists of mathematical devices that are used to measure the average relationship between
two, or more closely related variables.

(i) It is used for estimating the unknown values of some dependent variable with reference to the
known values of its related independent variables.

(iii) It provides a mechanism for prediction or forecast of the values of one variable in terms of the
values of the other variable.

(iv) It consists of two lines of equation viz., (i) equation of X on Y and (ii) equation of Y on X.

9.2. UTILITIES AND LIMITATIONS OF REGRESSION ANALYSIS
Utilities
The regression analysis as a statistical tool has a number of uses, or utilities for which it is widely

used in various fields relating to almost all the natural, physical and social sciences. The specific uses,
or utilities of such a technique may be outlined as under :

1. It provides a functional relationship between two or more related variables with the help of
which we can easily estimate or predict the unknown values of one variable from the known
values of another variable.

2. It provides a measure of errors of estimates made through the regression lines. A little scatter
of the observed (actual) values around the relevant regression line indicates good estimates of
the values of a variable, and less degree of errors involved therein. On the other hand, a great
deal of scatter of the observed values around the relevant regression line indicates inaccurate
estimates of the values of a variable and high degree of errors involved therein.

3. It provides a measure of coefficient of correlation between the two variables which can be
calculated by taking the square root of the product of the two regression coefficients i.e.

r= ,/bxy.byx .

Scanned with CamScanner




STATISTICAL METHODS FOR ECONOMj

(v) When there is a low degree of correlation.
YA .

TOW LINES ARE APART
FROM EACH OTHER

>
(o] X
The regression line of Y on X will help us in estimating the value of Y for any value of X, and the
regression line of X on Y will help us in estimating the value of X for any value of Y.

Line of Regression

Thus, a line of regression is a graphic line which gives the best estimates of one variable for any
given value of the other variable. Such a line can be drawn on a graph paper by any of the following
two methods :

(a) Scatter diagram method
() Method of Least square.

These methods of drawing the lines of regression are explained as below :

(a) SCATTER DIAGRAM METHOD

Under this method a graph paper is taken on which the independent variable say, X is represented
along the horizontal axis, and the dependent variable say, Y is represented along the vertical axis. The
points are then plotted on the graph paper representing the various pair of values of both the variables
X and Y which give the picture of a scatter diagram with several points scattered around. After this,
two free-hand straight lines are drawn across the scattered points in such a manner that sum of the
deviations of the points on one side of a line is cqual to sum of the deviations of the points on its other
side. The line which is drawn in between such vertical deviations is represented as the regression line
of Y on X and the line which is drawn in between such horizontal deviations is represented as the line
of regression of X on Y. The point at which both these regression lines cut each other represents the
Mean of the two variables. However, the drawal of the regression lines in such a free hand manner
involves a great deal of difficulties for which a picce of thread is to be repeatedly adjusted to see that
the sum of the deviations on both the sides of the thread is equal. The procedure of drawal of the
regression lines under the above method is illustrated as under :

ILLUSTRATION 1. Using the scatter diagram method, draw the two regression lines associated
with the following data both separately and jointly.

T»%me" 40 | 50 | 60 | 4 | 45 | s0 | 7o 50 | 55
\ Variable Y : 30|30 | s0 | 35 |30 .| Cao-uisyn dlagghe ene
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SOLUTION.

3 0 Diagrammatic representation of the regression line of Y on X
Y A
70 4+
60 +
50 + Aoa%
40 +
30 +
20 +
10 +

.
y ¥ $ t } >

O 10 20 30 40 5 60 70 X

(i) Diagrammatic representation of the regression line of X on Y

YA
70+
60+
50+
40+
30+
204
101

3 : i

O 10 20 30 40 50 60 70 X

(¢if) Diagrammatic representation of both the regression lines.

Y A
70 +

A
60 + &
50 +

404g e
30
201
10+

v

0] Qw w mo 40 50 60 70 X

ove graph, it must be seen that the

From the j i i the two regression lines in the ab
e intersection point of g d by the

mean value of X variable is 51 and that of the Y variable is 38 approx. This can be verifi

algebraic method of arithmetic average as follows :

Mx|@nm_%m8x,msa Y = =—=—=38 approx.

X=N "9 N 9
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If, we wish to estimate any value of Y for a given value of X, we can do so easily by &mﬁsmm,.
perpendicular from the required value point of the X axis to the point at which it cuts the regressig,
line of Y on X, and then by drawing a perpendicular therefrom to Y axis. The point at which the
perpendicular touches the Y axis is the required value of Y for the given value of X. Thus, in the aboye

graph it may be seen that when X =70, Y = 45,

In the similar manner we can estimate the value of X for any value of Y with reference to the
regression line of X and Y. Thus, in the above graph when Y =20, X = 30.

(b) METHOD OF LEAST SQUARE

This method is a development over the scatter diagram method discussed above in which we facea
lot of difficulties in drawing the regression lines accurately in a free—hand manner.

Under this method we are to draw the lines of best fit as the lines of regression. These, lines of
regression are called the lines of the best fit because, with reference to these lines we can get the best
estimates of the values of one variable for the specified values of the other variable. Further, this
method 1s called as such because, under this method the sum of the squares of the deviations between

the given values of a variable and its estimated values given by the concerned line of regression is the
least or minimum possible.

Under this method, the line of the best fit for Y on X (i.e. the regression lines of Y on X) is
obtained by finding the value of Y for any two (preferably the extreme ones) values of X through

the following linear equation :
Y=a + bX,

where a and b are the two constants whose values are to be determined by solving simultaneously
the following two normal equations :

IXY =a ZX+b I X’ ()
where, X and Y represent the given values of the X and Y variables respectively.

Further, the line of the best fit for X on Y (i.e. the regression line of X on Y) is obtained by

finding the values of X for any two (preferably the extreme ones) values of Y through the
following linear equation :

X =a+ by,
where, the values of the two constants a and b are determined by solving simultaneously the
following two normal equations :

X =Na+bhZY )
XY =a XY +bhXIY? (il

As pointed out earlier, in order to determine the value of Y for a given value of X, we will &ﬁ”
perpendicular from the given value point of the X axis to the Y axis via the point at which it mﬁm i
regression line of Y on X. The point at which the Y axis is touched by such perpendicular will E%J
the required value of Y for the given value of X. In the similar manner, the required value of X for Mmm
given value of Y can be determined by drawing a perpendicular from the concerned point of the b
to the X axis via the point at which it cuts the regression line of X on Y.

: . ble &
The following illustration will show how regression lines are drawn and values of a variable |
estimated under the method of least square explained above : |
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__._.Cmq_~>._._OZ 2. Draw the two regression lines Sor the data given below using th hod
e method of

Jeast Square:
5 10 15 20 25
20 40 30 60 50
'SOLUTION
Determination of the regression li :
R : gression lines by the method of least square
X X X! Vi
5 20 25 i
. < 400
10 40 100 1600 M%
15 30 225 900 450
mo 60 400 3600 1200
25 50 625 2500 1250
DX=75 ZY =200 IX?=1375 2Y*=9,000 ZXY =3400

() Regression Line of Y on X
This is given by Y =a + bX

where a and b are the two constants which are found by solving simultaneously the two normal

equations as follows :

Y =Na+b3XX
XY =aZX+bhIX

Substituting the given values in the above equations we get,

200 =5a +75b
3400 =75a+ 1375b

(i)
..(ii)

i)
...(i)

Multiplying the eqn. (i) by 15 under the eqn. (iii) and subtracting the same from the eqn. (i) we

get,
3400 =75a + 1375b
(=) 3000 =75a + 1125b
Thus, 400 = 250b
b 400 _, ¢
250
Putting the above value of b in the eqn. (/) we get,
200 = 5a + 75(1.6)
or 5a =200-120
or a = %l" 16.
5
Thus, a =16, and b = 1.6
Putting these values in the equation Y =a + bX we
Y =16+ 1.6X
With this equation, the estimate
When X =5, Y=16+1.6(5=24
and when X=25 Y=16+ 1.6(25) =56

get

d values of Y for the two extreme v

alues of X will be :

...(ii)
(i)
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With these two pairs of values viz. (5,24) and (25, 56) the regression line of Y on X will be drawy,

as under :
Regression line of Y on X

-+
-*
-
-+
<

O
o
—
o
-3
o
N
o
N
o
XV

(if) Regression Line of Xon Y

This is given by X =a + bY
where a and b are the two constants whose values are determined by solving the two normal equations
as follows :

ZX =Na+blXY ()]
XY =aZXY +bIY? (i)
Substituting the given values in the above equations we get,
75 =5a + 200b ()
3400 = 200a + 9000b (1))

Multiplying the eqn. (i) by 40 under the eqn. (iii) and getting the same subtracted from the eqn. (ii)
we get,

3400 =200a + 9000 b (i
(=) 3000 = 200a + 8000h i)
Thus, 400 = 10005
o 6 b = IAcc =0.4
1000

Putting the above value of b in the equation (i) we get,

75 = 5a + 200(.4)

or : 54 =75-80=-5
==

5
Hence, a =-1,and b= 0.4

Putting these values in the equation X =a + bY we get
. X =-1+0.4Y . |

=
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with this equation, the estimated values of X for the two extreme values of Y will be :
When Y =20, X=-1+0.4(20)=7
and When Y =60, X=-1++0.4(60) =23
Wwith these two pairs of values viz, (20, 7) and (60, 23) the regression line of X on Y will be drawn
gs follows :
Regression line of X on Y

Y A
60 T

50 T
40 1
0 +
20 -
10 4

3

1 '
T L 4 L)

t >
O 65 10 15 20 25 X

When both the regression lines of Y on X, and X on Y will be represented together, the graph will
zppear as under :

Regression lines of Yon X, and of Xon Y

A 1 L I A
L]

T Ll \J

N
o 65 10 15 20 25 X

Characteristics of a Stralght LIne of Regresslon

The chief characteristics of a straight line of regression fitted by the method of least square
explained as above may be noted as follows :

(i) It goes through the overall Mean of a variable.

(i) It gives the best fit to the data because the sum of the squared deviations from the line is
smaller than they would be from any other straight line.

(iff) The sum of the positive and negative deviations from this line is zero.
(iv) This line gives the best estimate of the population regression when the data represent a sample
drawn from a large population.
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2. ALGEBRAIC METHOD
Under this method the two regression equations are formulated to represent the two regression
lines, or the lines of estimates respectively viz.,
(7) The regression line of X on Y and
(it) The regression line of Y on X.
To obtain such equations we are to apply any of the following algebraic methods :
(/) Normal equation method.
(i1) Method of deviation from the actual Means ; and
(ii1) Method of deviation from the assumed Means.
The procedure of each of the above methods is explained in detail as under :

1. NORMAL EQUATION METHOD

This method is just similar to that of the method of least square explained above except that
the required values of a variable are estimated directly by the formulated equations rather than
through the lines of estimates drawn on a graph paper.

Thus, under this method, the two regression equations viz. :
@) Y=a+bX and (il) X=a +bY

are obtained on the basis of the two normal equations cited under the method of least square explained
earlier. Here, the regression equation.

Y. =a+5bX

Is constructed to compute the estimated values of the Y variable for any given values of the X
variable.

In this formula the various factors carry the meanings as follows :

Y. = estimated value of Y variable

a = Y-intercept at which the regression line crosses the Y- axis i.e. the vertical axis. Its value
remains constant for any given straight line.

b = Slope of the straight line and it represents a change in the Y variable for a unit change in
the X variable. Its value remains constant for any given straight line.

X = agiven value of the X variable for which the value of Y is to be computed.

The above equation Y, = a + bX is to be formulated on the basis of the following two normal
equations :

LY =Na+bIX )
IXY =a XX+ b IX? i)
In these formulae, Z =total of the given values of Y variable,

ZX = total of the given values of X variable,
2X? = total of the squares of the given values of X variable,
ZXY = total of the product of the given values of X and Y
variable, and
a and b = the two constants explained above.
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The above two normal equations are to be solved simultaneously to determine the values of the

(wo constants @ and b that appear as the essential factors in the regression equation
Y.=a+bX.

Similarly, :ﬁ. other equation, X, =a + bY is developed to compute the estimated values of the X
variable for any given values of the Y variable,

In this formula,

X, = estimated value of the X variable,

a = 7-::.28? at which the regression line crosses the X- axis i.e. the horizontal axis. Its value
remains constant for any given straight line.

b = m_o_un.oyq the straight line and it represents a change in the X variable for a unit change in the
Y variable. Its value also remains constant for any given straight line, and

Y = agiven value of the Y variable for which the value of X is to be computed.

The above equation X, = a + bY is to be formulated on the basis of the following two normal
equations :

IX =Na+bZY (i)

IXY =aZY +b3Y? (i)
In these formulae, the various factors involved carry the same meaning as explained earlier and

TY? = total of the squares of the given values of the Y variable.

The following illustration will show how the two regression equations are formed under the
method of normal equation :

ILLUSTRATION 3. From the following data form the regression equations,

Y, =a+bX and X,=a+bY
Use the normal equation method :
X: 1 3 5 7 9
e 15 18 21 23 22

Also, estimate the value of Y when X = 4, and the value of X when Y = 24.
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SOLUTION
Formulation of the regression equations

X Y X? \'a XY

1 15 | 225 15
3 18 9 324 54

5 21 25 441 105

7 23 49 529 161
9 22 81 484 198

Total X =25 Y =99 TX? =165 TY?=2003 XY =533

N=5

(i) Regression equation of X on Y. This is given by
X,=a+bY



N )

bl

STATISTICAL METHODS FOR moozosmm

To find the values of the constants a
equations are to be simultancously solved :

and b in the above formula, the following two Normy

X =Na+bXY ()
EXY =a XY +bEY? (i)
Substituting the respective values in the above formula we get,
25 =5a +99) )
533 =994+ 200 3b -.(i)

Multiplying the equation (i) by 99 and eqn. (ii) by 5 and presenting them in the form of a
subtraction we get,

2475 =495a + 9801 b (1T
=) 2665 =495 a+ 10015 b ..(iv)
Thus =190 =-214)
or 21456 =190
_190
v b = 888 approx.
. 214 PP

Putiing the above values of 4 in the eqn. (7) we get,
25 =5a+99 (.888)

or Sq =25-87.912 = —62.912
: a =292912_ 15 5804
5
Thus, a =-12.5824 and b = 0.888,

-

Substituting the above values of the constants @ and b, we get the regression equation of X on Y as,
Xe =-12.5824 + 0.888Y
Thus, when Y =24, X.=-12.5824 +0.888 (24)
-12.5824 +21.312
= 8.7296.
(if) Regression equation of Y on X. This is given by
Y. =a+ bX

To find the values of the constants « and b in the above formula, the following two normal
equations are L be simultancously solved as under :

LY =Na+biX (i)
XY =aXX+bEX? (i)
Substituting the respective values in the above formula we get,
99 = 5a+25b (i)
533 =25a+ 165 b ()

Multiplying the equation (1) by 5 and getting the same subtracted from the equation (ii) we get,
533 =25 a+ 165b | (il
(=) 495 =25a+125b (i)
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Il

40b

38

a0 0.95

Pputting the above values of & in the equation (7) we get

99 =5a+25 (0.95)

Thus, 38

¥ b

or Sa =99-23.75=17525
75.25
a = =15.05
5
Thus, a =15.05 and »=0.95

Substituting the above values of the two constants g and b we get the regression equation of Y on
X as,

] Y. =15.05+0.95X
Thus, when X =4, Y. =15.05+0.95 (4)
=15.05+3.80
= 18.85.

Monm. .: may be noted that the above normal equation method of formulating the two regression
equations is very lengthy and tedious. In order to do away with such difficulties, any of the following
two methods of deviation may be used advantageously.

2. METHOD OF DEVIATION FROM THE ACTUAL MEANS

Under this method, the two regression equations are developed in a modified form from the
deviation figures of the two variables from their respective actual Means rather than their actual values.

For this, the two regression equations are modified as under :
(/) Regression equation of X on Y. This is given by
X =X +by, (Y-Y) or X-X=b, (Y-Y)
(i) Regression equation of Y on X. This is given by
Y =Y +b, (X-X) or Y-Y=b, (X-X)
In the above formulae,
X = given value of the X variable
Y = given value of the Y variable

X = arithmetic average of the X variable,

Y = arithmetic average of the Y variable,

. Oy

=re i sfficientof XonY ie.r —

by, = regression coefficient of X 7,
Q...—.
by =r —
Ty

» = correlation coefficient,
o, = standard deviation of X variable
oy = standard deviation of Y variable
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7
2 |

o)
: ; ; y
And b, = regression coefficientof Y on X i.e .r—
v Qk
(0}
y
-.. v.—..—. = N. =
o,

Regression Coefficient

A regression coeflicient is a vital factor that measures the change in the value of one variable with
respect to a unit change in the value of another variable. From the above formulae, it must be observed
that the regression equation of X on Y is formed on the basis of its regression coefficient i.e. by, , or

Gy . : : : : .

r—— which measures the change in the value of X variable for a unit change in the value of Y variable.
G,

Similarly, the regression equation of Y on X is formed on the basis of its regression coefficient i.e. b

G, . . . .
~or, r— which measures the change in the value of Y variable for a unit change in the value of X
; o
-ariable.
To simplify the process of finding the above two regression coefficients, the following formulae
" may be substituted in place of the given ones :

Ty
(i) byor by= .Ilw g and
2y
DX
(if) byor b= 2.
b5

In the 2bove formulae,

|

by or b, = regression coefficient of X on'Y

by or by,

Lxy

regression coefficient of Y on X

total of the products of deviations of the X and Y variables from their respective actual
Means,

Zy*
¢

The above two simplified formulae of the regression coefficients have been derived as under :

ANV \»‘«E =y ..Q.l«. = Nrﬂ. '

Il

total of the squares of the deviations of Y variable from its actual Mean

ll

total of the squares of the deviations of the X variable from its actual Mean.

a..
x Ix
xCy gy
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_ Zxp/N _ Co-variance xy

Also,

2N QW_
a,, Y.x T
CO v..s. = lml = f.ﬁ % |.<
Q..r. ZQRQ.% Q.k
_ Iy Iy Lwy
3 =
N
Also, by = M.«W /N _ Co-variance xy
X \Z Q.W

To simplifying further the process of finding the two regression coefficients, the following formula
may be used advantageously, if the given values of the variables are of small and sound size

. NEXY-ZX . LY
Tv @.G.H
NZY? - (2Y)?
: NEXY-ZX.ZY
(i) b=
NEX? - (ZX)

In the above formula,

s of pairs of observation and all other factors carry the same meanings as before.

Properties of Regression Coefficients

The regression coefficients expalined as above have a number of valuable properties which may be

cited as under :

]. The geometric Mean of the two regression cocfficients gives the coefficients of correlation i.e.

b.

Xy b x

Proof ;

2. Both the regression cocfficients must have the same ,__mcc_.ic:mmm: rm..___EEWon %__mao““_ﬁ
have either + signs or — signs. This is because, minus sign with one coefficient will make the pr
of the two coefficients minus and in that case we canl : 54
correlation coefficient. Thus, the first property mentioned above will be vitiated.
ion coefficients is reflected on the nature of the coefficient of
oefficients are positive the correlation coefficient will be

Jot find out its square root to obtain the

3. The nature of the regress
correlation. This means that if the regression ¢
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This is because the value of coefficient
between +1. If both the regression coefficients happen to b
will exceed 1 which will not give the correlation coefficient whose value never €
either equal to or more than the correlation

coefficient i.e.

Similarly, if we are given, o, =4,5,=10and b, =0.2, we can find out the value of r as follows

7. Regression coefficients are independent of change of origin but not of scale. This means that -
if the original values of the two variables are added or subtracted by some constant, the values of the
regression coefficients will remain the same. But if the original values of the two variables are
multiplied, or divided by some constant (common factors) the v
not remain the same,

The following illustrations will show how the two regression equ
_ method of deviation from the actual Means.

ILLUSTRATION 4. Using the method of deviations Jrom the actual Means Srom the data given

positi
Thus if by, =—.5 and byx

4 1f one of the regression coefficients 1s gr
of correlation 7’

3. The arithmetic mean of the regression coefficients is
+byy

ve, and if the regression coeffi
1.5, then r would be

2

Proof : We know that X > G.M.

U

6. From the regression coefficients we can find out the value of any factor forming part of it, if the
value of the other 3 factors are given. Thus, if we are given, r=0.5, g, =3, and b,, = 0.6 we can find
out the value of & as under :

below find,

b

Xy

>

(i) the two regression equations

(i) the correlation coefficient and

or r.

" (iii) the most probable value of Y when X = 30

Iy =

cients are negative then the ¢

by -0y _02x10 _

g

X

4

0.5

orrelation coefficient will be negative.

J-5x-1.5 —_0.86and not + 0.86.

cater than unity or 1, the other must be less than unity,
must be in between £ 1. i.e. r= \[by, . by,

e more than 1, then their geometric mean
xceeds 1.

alues of the regression equation will

ations are formed under the

_ X

25

28

35

32

31

36

29

38

34

Y

43

46

49

41

36

32

31

30

33

!
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| mO_.C._._OZ
Wm”ﬂ::m:mzo: of the regression equations
ﬂ\\\\! y the method of deviation from the Means
% Y Qw.us (Y-38) 2
" i ¥ v Xy
mm o =/ 5 49 25 -35
& 4o = 8 16 64 -32
5 3 11 9 121
32 41 0 3 0 -2
31 36 -1 ) 1 M :
wm ww 4 -6 16 36 |~M
HM 5 =3 -7 9 49 21
.u " 6 -8 36 64 —48
.,L 2 =5 4 25 -10
32 39 0 )| 0 1 0
TX=320 Y =380 Xx=0 Ty=0 x*= 140 Ty*=398 Txy=-93
(@) (/) Regression equation of X on Y
This is given by
X =X +r2% (Y-Y)
o,
where X = 2 = EL =32
N 10
— =Y
v = ZX_380_44
N 10
140
G, = = .[— =3.74 approx.
10 PP
Mu\m 398
= = _— = @u — a rox.
o X 0 pp
And N - .
No,o, 10x3.74x06.31
_ -9 =B _ 0394

[0x23.5004  2235.99

Putting the respective values in the above equation we get,

X =32+

3.74
—-0.394 x —
0.39 63l

(Y —38)

=132 -0.2337 (Y — 38)
=132 + 8.8806 — 0.2337Y
X = 40.8806 —-0.2337Y
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Aliter

_— . : ) Oy b Zxy
Substituting the regression coefficient of Xon Y i.e .r—, by —,
Ty Zy
— Tx —
we get X = X+|‘M3\15
Zy
=32+ 23 (vy_38)
398
=32-0.2337 (Y - 38)
=32 + 8.8806 — 0.2337Y
=40.8806 — 0.2337Y
(i) Regression equation of Y on X
— GW. = =
This is given by Y=Y +r—(X-X)
Q.k
Substituting the respective values in the above we get,
Y =38+-0.394 x i (X -32)
3.74
=38-0.6643 (X—-32)
=38+21.2576 — 0.664 3X
=59.2576 — 0.6643X
Y =59.2576-0.6643 X
Aliter
. . . Oy 2xy
Replacing the formula of regression coefficient. » — by S we get,
Oy ox
Y =¥+22(x-X)
Zx?
=38+ ] (X-32)
140

=38-0.6643 (X-32)
=38+ 21.2576 — 0.6643X
Y =59.2576 -0.6643X
Thus, the two regression equations are :
XonY: X =40.8806 - 0.2237Y
and YonX: Y =159.2576 - 0.6643

(b) Coefficient of Correlation

The coefficient of correlation between the two variables, X and Y is given by
Lxy =93 _ 93

T10x3,74x631 235994

Fry = ZQ.HO.& =-0.394
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R

atively

1 method of regression cocfficients we have
’

>=m=._
By Ul

Jince the regre
Note. Since g

© probable value of Y when X =30

This will be determined by the regression cquation of Y on X as follows :

Y=59.2576 -0.6643X

We have,
Thus, when
__,_.Cm._.wb._._OZ 5. From the data given below find,
() the two regression coefficients,
(ir) the correlation coefficient,
(iif) the two regression equations,

(iv) the standard deviations of X and Y.

X=30,Y =59.2576 -0.6643(30) = 59.2576 —19.929 = 39.3286.

(-0.2337) x (-0.6643) =— \J0.1552 =-0.394 i.e.—0.394

ssion coefficier i
\Ls are negative, the correlation coefficient has been negative

Expenditure on advertisement (in °000%) X : 11 7 9 5 g 10
Volume of Sales (in lakhs ) Y : 10 8 6 5 9 11
Also, find the figure of sales when the expenditure on advertisement is T 15000.
SOLUTION
Regression Analysis
( X-3) (Y-8) 2 2
X ( : ;
Y % 7 X y Xy
1 10 3 2 9 4 6
1 8 -1 0 1 0 0
9 6 1 ) 1 4 -2
5 5 =3 -3 9 9 2
8 9 0 1 0 1 0
6 7 2 2l 4 _ -
10 1 2 3 4 9 .
K= 2.2 u“ YV— Z”u\
[ D56 | zv=ss | zxe0 | zy=0 | =2 | BB Zxy=21
We have,
X = X 56 g
N 7
Y = LY 36 _g
N 7
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(b) Regression cocfficient of Y on X

Txy 21 3
1s 1s o1 ..H|I|H||H|Ho.qm
This is given by byx s2 28 4
(i) Correlation Coefficient
This is given by r= by by, =N0.75x0.75 = 0.75
(ii1) The two Regression Equations
(@) XonY: X =X +by,(Y-Y.
=8+ 0.75 (Y -8)
=8-6+0.75Y
=2+0.75Y
X =2+0.75Y
() YonX: Y =Y + b, (X-X
=8+0.75 (X -8)
=8-6+0.75X
=2+0.75X
Y =2+0.75X
(iv) Standard Deviation of X
2
This is given by o, = LTy
N 7
(v) Standard Deviation of Y
e 5y?  [28
This is given b === |Z=
given by oy =N "\ =2
Alternatively,
- g o 2
b, =r—= or o,=r —==0.75x =
Yo, T by, 0.75

(vi) Determination of Sales Y when Advertisement Expenditure X is T 15000 :
This will be determined by the regression equation of Y on X as follows :
We have, Y =2+4+0.75X
Thus, when X =15Y=2+0.75(15)=2+11.25=13.25
When X = 15000, Y = 13.25 x 1000 =% 13250

ILLUSTRATION 6. From the data given below, compute the two regression coefficients, and

formulate the two regression equations :
X =510,ZY = 7140 ,.ZX’ = 4150, ZXY = 54900,

¥’ = 740200 and N = 102.

Also, determine the value of Y when X = A

—
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"s0LUTION.

| () Two Regression Coefficients
By the value based method,

_ NEXY -3¥X.xy
Nzy? - (ZY)?

(@) byy

putting the respective values in the above we get
bl

b - 102(54900)—(510x7140) 1958400

xy =0.08
102(740200) - (7140)> 24520800
‘ NZXY -EX.3Y
(®) by = ——
NZX? - (ZX)
Putting the respective values in the above we get,
p - 102(54900) (510 x7140) _ 1958400
= = =12

(i7) Two Regression Equations

@XonY:X=X+by,(Y-Y)

where, Mumugum
N 102
and v-2X 19 _q
N 102
Thus, X =5+0.08 (Y-70)
=5-56+.08Y
X =-06+008Y
(b)YonX: Y nAﬂv+FLx|Mv
=70+ 12 (X-5)
=70 -60 + 12X
=10+ 12X
Y =10+ 12X.
iii) Value of Y, when X =7
When X —7,Y=10+12(7)
=10+84=94

ILLUSTRATION 7. From the data given below,
™o regression equations using the value based method :

102 (4150)~(510)>

163200

obtain the two regression coefficients and the

6

10

11
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' SOLUTION
Computation of the Regression Coefficients and the
Regression Equations by the Value Based Method
X Y X2 Y? XY i
2 5 4 25 10 A
4 7 16 49 28
6 9 36 81 54
8 8 64 64 64
10 11 100 121 110
X =30 ZY =40 IX*=220 | TY*=340 XY= 266 N=5
(7) Regression Cocefficients
Q) b = NEXY -ZX . XY 2 (5x266) -(30x40)
¥ NEY?- (2Y)? (5 x 340) — (40)?
_ 1330-1200 _ 130 ~13
1700-1600 100
. NEXY —EX.ZY  (5x266)— (30 x 40)
(11) FR = 2 2 2
NZX? - (ZX) (5 x 220) - (30)
__ 130 130
(1100-900) 200
(b) Regression Equations
(i) Regression Equation of Xon Y
This is given by X=X+b,,(Y-Y)
where,
- X -
vﬁ = = %” NSQ < m —_ % =
N 5 N 5
Thus, X =6+13(Y-8)
=06-10.4 + 1.3Y
=—-4.4+13Y
X =-44+13Y
(ii) Regression Equation of Y on X
This is given by Y=Y +b, (X-X)
=8+0.65 (X — 6)
=8-3.9+0.65X
Y =4.10+0.65X
3. METHOD OF DEVIATION FROM ASSUMED MEAN
sio?

This method is also otherwise known as short-cut method. Under this method, the regres
between any two related variables is studied on the basis of the deviations of the jtems from ¢

pel

A
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-ve assumed Means rather than their actual values or deviations from their respective

&n:_m— .
The formula for the two regression equations remain the same as cited above under the method of

iation from the actual Means except that the two regression coefficients are determined by the

dev
ing methods :

follow
, _NEdd,-¥d,.xd,
Xy
NEd] -(Zd, )
, _NEd.d,-%d,.Td,
LAY

NZd: - (xd, )?

In the above formulae,
N = number of pairs of the observations,
d.= deviation of items of X series from its assumed Mean,

d. = deviation of items of Y series from its assumed Mean, and all other factors carry the

same meanings as explained before.

Notes. . While taking deviations, if each of them has been divided by a common factor to reduce its
magnitude, then each of the above formula will be modified slightly as under :

] i
The formula of b,, will be multiplied by F , and the formula of b, will be multiplied by =
l y Ix
where i, = common factor of X deviations

And i, = common factor of Y deviations.

Regression of Frequency Distribution s
1. In group data, a two way frequency table is formed and the formula stated above is slightly

585&%:32“
4 NZFd d 95 XFd,.XFd y e NXFd . d b Mmma.mmu a

¥ NEFd?-(EFd, )’

ables with step deviations, the above

b
Xy 2 2
NZFd;, - (XFd,)

2. In case of grouped data given in two-way _.Em_:r.cm.v\ t
formulac of the regression coefficients will be slightly modified as under :
b NEFd,d)} ~XFd}.XFd} ¥ i\ Fai NIFd.d, —XFd,.Xd, 5
7 T » 2 1 \2
¥ NERa -(ERd))? | NEFd'? - (ZFd))
ous factors involved carry the same meanings as explained in the
or is multiplied by its respective frequency.

HN. “‘ .

_.__ the above formula, the vari
Previous formulae except that each fact

i

and - as shown above only when step
i

y X

—_—

~.H
L
l

The above formulae are multiplied respectively by

deviations are taken by dividing each deviation figure

by the class interval of the respective series.
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mmmhmm : .
~+ sTANDARD ERRO WA E & e E4
9.5. STA OR OF ESTIMATES S

, ; ; |
TR

As stated c&..o?, time and .ﬁuis. the regression lines or equati i et
nothing but the _,:Em or .oa:u:czm of estimates. With these M u _m o _.n_m:q..m . e gl
Eoge_n value of one variable say X, on the basis of some m?am W “o:m e il o
it must not be Sr,@ for sure that the values of a variable which . Om.:.o i o g, . P
cquations, are cr”_._.on:z correct. Estimation is afier all m, matt Ema oc.::: .3 P
must be some a:.do,_,o:oc between the exact values, and the Mn_o om:Eu:m: el
o%u:o:m...::.m a_:c_”o:cc is called error. Thus, é_“:a ?n&ozﬂ :nﬂ  vilues of o it
oquations it will be WISC On our part to state always the probable mm:ﬂ ot <.m1mc_a
This probable amount of error expected to be in the estimates is om__%acmmmwwwwm MMM” _onm Ew.mo
estim

gression
with such
estimates,
Since, there are two estimating li § ates.
, de . & 1Ines, or equations i.e. of X on Y, and of Y on X
the .u@aua errors for both :a.omn lines of estimates. This is om_oc_mﬁwa just in th ;o car caloulate
Jeviation. As the standard deviation measures the scatter, or dispersion h&, E_M :%:MMMMMM mum MS&%&
eir Mean,

the standard error of estimates measures th iati
e deviations of th .
ostimated values. e observed values of a variable from their

Formulae
There are different types of formulae f i :
noted as under : or computing the standard error of estimates which may be

(Y -Y,)?

Q.v mm< onX =
N

(X -X,)?
N
Where SEy ., x = standard error of the estimates of Y on X
SEx on v = standard error of the estimates of XonY
Y = observed value of the Y variable
X = observed value of the X variable

Y. = estimated value of the Y variable.

(if) SExony=

X. = estimated value of the X variable,
N = number of pairs of observations
ample is small, the denominator in the ab

Note. (a) If the size of the 8
nciple of the degree of freedom.

of N as required by the pri

(b) The above formulac may also be stated respectively as under :

. } Unexplained variation inY
Tv w_u< on X = N

iy Unexplained variation in X
(ii) SExony = N

ove formula should be N — 2 in place
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[9.34

2. Value based formulae. T

computation of all the estimate
following value based formulac may b

he above fundamental formulae involve some &m._oc_:o.m as 9@ Need
d values of the variables. To do away with such difficulties, the ,m

¢ used advantageously.

YY?Z —aryY - bEXY
Cv mm< onX — N

. EX? —aZY - bEXY
(7)) SExony = N

In the above formulae, .

X and Y represent respectively the given values of X and Y variables,

a and b represent the two constants, the values of <<Eor are got 2:.: reference to the first ang
second term respectively of the respective regression equations, or c« solving the two relevant normg]
equations, and all other factors carry the same meanings as stated earlier.

3. Correlation coefficient based formulae

N 2
vonx — Oy 1-1

(7) SE

(i) SE, oy = 0y V1-r?

In the above formulae, the factors carry the same meaning as explained earlier.

Interpretation of the Standard Error of Estimates

The standard error of estimates explained above is interpreted in the same manner as a standard
deviation is interpreted about the Mean.

It indicates the significance of the estimated values. If the value of the S.E. is more, it will signify
that there is a greater dispersion of the observed values from the estimated ones. On the other hand, if
the value of the standard error is less, it will imply that the dispresion of the observed values from the
estimated ones is less. Besides, it lays down the range within which a certain percentage of the total
items of a sample will lie when there is a normal dispersion about the line of relationship.

The following are some of the ranges laid down by the standard error of estimates :

\ Standard error Range of the items included
+ 0.6745 50%
t1 68.27%
+2 95.45%
33 99.73% 3

It may be noted that a better measure of correlation can also be obtained by using the standard
error of estimates as follows :

The following illustrations will show how the standard error of estimates, and its related factors are
calculated.
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__._.Cmqwb._._oz 12. From the Jollowing data, find the ¢ 1 j
he standard error of estimates under different Eﬁbﬁw : 1 W0 resression equations, and calculate
2 2 10 ] o
9 11 5 3 2
Also, determine the value of r on the basis of the standard error.
SOLUTION
Determination of the regression equations, and the standard error
X Y X’ Y XY
6 9 36 81 54
N 11 4 121 22
10 5 100 25 50
4 8 16 64 32
8 7 64 49 56
EX =30 TY =40 IX%=220 _TY?=340 IXY=214 | N=5

By the value based method
NZXY -2XIY _ (5x214)-(30x40)

We have, v@ = N
NZYZ-(ZY)?  (5x340) - (40)>
_ 1070-1200 _ -130__
1700-1600 100
p  — NEXY-SXZY _ (5x214)-(30x40)
ONEXP-EX)? (5% 220)-(30)2
___ 130 _-130_
1100-900 200
— — 4
X = muwmup mSQM\HmHIWHw
N 5 N 5

(/) Regression equation of X on Y
This is given by
X =X +b,, (Y-Y)
=6+-1.3(Y-8)=6+104-13Y
X =164-13Y
(i) Regression equation of Y on X
This is given by
Y =Y +by, (X-X)

=8+-0.65(X-6)
=8+3.90-0.65X
Yy =11.9-0.65X.
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EE

(iif) Standard errors of estimate

(1) Under the fundamental method

ion of the estimated values of X on' Y
Y=9 X=164-139)=164-11.7=4.7
Y=11,X=164-13(11)=164-143=2.1
Y=5X=164-1305)=164-65=99
Y=8X=164-138)=164-104=6
Y=7,X=164-13(7)=164-9.1=7.3

(b) Computation of the estimated values of Yon X

(a) Computat
When

Scanned with CamScanner

When X=6Y=11.9-0.656)=11.9-39=28
X=2,Y=119-C652)=11.9-13=10.6
X=10,Y=119.-0.65(10)=11.9-6.5=54
X=4,Y=119-0654)=119-2.6=93
X=8,Y=11.9-0.65(8)=119-52=6.7

Working Table
X Y. Xe Ye X Immv (Y Iﬂv
6 9 4.7 8.0 1.69 1.00
2 11 2.1 10.6 0.01 .16
‘10 5 9.9 5.4 0.01 .16
4 8 6.0 9.3 4.00 1.69
8 7 7.3 6.7 0.49 .09
Total — — — — 6.20 3.10 N=35
() Standard error of estimates of Y on X
This is given by
ZY-Y.? B0
wm<osx - < = =+.62 = Ov\m‘w
N 5
(if) Standard error of estimate of X on Y
This is given by
| J 2x-X.)? _ [620
SExony = e 5 =J124=1.114

(2) Under the correlation coefficient based method

AQV mm& onx =

. l%lEﬁ 340 mg%
Where y AN N 5 s




REGRE

And r=Jby by =+ (13)(065) = +0.845 = +0.92
SEyonx = 241-(-0.92)2
=2{1-(0.845) = 2,/0.155 = 2x0.39 = 0.78 approx
()
X 30\
where, |mﬂu =+/44-36 =+/8 = 2.82 approx.

= SEX ony = 2.824/1-(=0.92)?

=2.82 % 0.39 =1.10 approx.

Note. The w._.__m_:. difference that appears between the results under the above two methods is due to
aproximation.

(3) Under the value based method

Y? —aTY - bEXY
N

Where, with reference to the regression equation of
YonX,a=119and b=-0.65

Thus, putting the respective values in the above formula we have,

(1) SEyonx =

340-11.9(40)-(-0.65)(214)
mm< onX ~ 5

340-476-139.10 _ [340-336.90  [3.10
5 B 5 N s

=+/0.62 =0.787

¥X? —arX —bEXY
N

Where, with reference to the regression equation of X on Y, a=16.4 and b =-1.3.

(if) SEx ony =

Thus, putting the respective values in the above formula we have,

220-16.4(30)—(-1.3)(2 14)
SExony = 5

220-492+278.2 _ 220-213.8
5 5

m.wm =+/1.24=1.114
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(4) Determination of r on the basis of the Standard Errors

By the formula we have,

~|Pm =+/1-0.155

4

V0.845 = £0.92

Alternatively

= HI% =+1-0.155
=+/0.845 = +0.92

Note. Under this method, the nature of the correlati
earlier calculation on the basis of the regressi
Hence, r=-0.92

on coefficient is not clear. However, with reference to th
on coefficients, its nature is negative.

9.6. EXPLAINED AND UNEXPLAINED VARIATION

The total variation of a variable is

the sum of the squares of deviations of its values from its
arithmetic average. Symbolically, it is represented by

Zx? ie, Z(X-X)?

Where, X = Value of the variable,
And  X,Y =arithmetic average of the series, X and Y respectively

dEm,le X variable, total of variation =Z(X-X)? and for the Y variable, total of variation
=Z(Y-Y)

This total of variation of a variable consists of two types of variations viz
(1) Explained variation and (i) Unexplained variation,
The explained variation of a variable say,
X =% (X.~X) and

The unexplained variation of the variable say, X =3 (X-X.)?
Thus, the total variation = Unexplained variation + Explained variation
For the variable X, it can be symbolically represented thus,

Z(X-X) =2 (X=X, 2+ (X, ~X)?
Similarly, for the variable Y, the above relationship can be represented as,

ZOY-Y) =Z(Y-Ye) +35(Y, -Y
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